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Recap: Latent Factor Model (without Bias)
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Recap: Latent Factor Model (with Bias)
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𝑈𝑈𝑥𝑥𝑥𝑥 = 𝜇𝜇 + 𝑏𝑏𝑥𝑥 + 𝑏𝑏𝑖𝑖 + 𝒒𝒒𝑖𝑖𝒑𝒑𝑥𝑥𝑇𝑇

• 𝜇𝜇: overall mean movie rating
• E.g., 𝜇𝜇 = 2.7

• 𝑏𝑏𝑥𝑥: rating deviation of user 𝑥𝑥 (to be learned)
• E.g., Bob is a critical reviewer. Based on the training data, his rating will be 0.7 

star lower than the mean ⇒ 𝑏𝑏𝑥𝑥 = −0.7.
• 𝑏𝑏𝑖𝑖: rating deviation of item 𝑖𝑖 (to be learned)

• E.g., Star Wars will get a mean rating of 0.5 higher than the average ⇒ 𝑏𝑏𝑖𝑖 = 0.5
• 𝒒𝒒𝑖𝑖 and 𝒑𝒑𝑥𝑥: vector of user 𝑥𝑥 and item 𝑖𝑖 in the latent factor space (to be learned)

• E.g., based on the genre, Bob likes Star Wars ⇒ 𝒒𝒒𝑖𝑖𝒑𝒑𝑥𝑥𝑇𝑇 = 0.3
• 𝑈𝑈𝑥𝑥𝑥𝑥 = 2.7 − 0.7 + 0.5 + 0.3 = 2.8



Recap: Latent Factor Model (with Bias)
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• Both biases 𝑏𝑏𝑥𝑥, 𝑏𝑏𝑖𝑖 as well as interactions 𝒒𝒒𝑖𝑖, 𝒑𝒑𝑥𝑥 are treated as parameters to be learned 
via gradient descent

• 𝑃𝑃𝑥𝑥𝜙𝜙 = 𝑃𝑃𝑥𝑥𝜙𝜙 − 𝜂𝜂 𝜕𝜕𝜕𝜕
𝜕𝜕𝑃𝑃𝑥𝑥𝜙𝜙

,  𝑄𝑄𝑖𝑖𝜙𝜙 = 𝑄𝑄𝑖𝑖𝜙𝜙 − 𝜂𝜂 𝜕𝜕𝜕𝜕
𝜕𝜕𝑄𝑄𝑖𝑖𝜙𝜙

• 𝑏𝑏𝑥𝑥 = 𝑏𝑏𝑥𝑥 − 𝜂𝜂 𝜕𝜕𝜕𝜕
𝜕𝜕𝑏𝑏𝑥𝑥

,  𝑏𝑏𝑖𝑖= 𝑏𝑏𝑖𝑖 − 𝜂𝜂 𝜕𝜕𝜕𝜕
𝜕𝜕𝑏𝑏𝑖𝑖



Performance of Various Models
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Grand Prize: 0.8563 

Netflix: 0.9514 

Movie average: 1.0533

User average: 1.0651 

Global average: 1.1296 

Basic Collaborative Filtering: 0.94

CF + Bias + Learned Weights: 0.91

Latent Factor Model: 0.90

Latent Factor Model + Bias: 0.89

Latent Factor Model + Bias + Time: 0.876



$ 1 Million Awarded on September 21st, 2009
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BellKor: A “Kitchen Sink” Approach
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• Linear combination of 
many models:

• Different numbers of 
factors

• Different ways to 
model time

• Handling implicit 
feedback

• Nearest-neighbor 
models

• Restricted Boltzmann 
Machine

• …



Leaderboard on June 26th, 2009
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The June 26th submission 
triggered a 30-day “last call”.



The Last 30 Days
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• An “Ensemble” team formed
• Group of other teams on the leaderboard forms a new team
• Relies on combining their models
• Quickly also get a qualifying score over 10%

• BellKor
• Continue to get small improvements in their scores
• Realize that they are in direct competition with Ensemble

• Both teams carefully monitoring the leaderboard
• Only sure way to check for improvement is to submit a set of predictions

• This alerts the other team of your latest score



24 Hours from the Deadline
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• Submissions limited to 1 per day
• Only 1 final submission could be made in the last 24h

• 24 hours before deadline…
• BellKor team member in Austria noticed (by chance) that Ensemble posted a score 

that was slightly better than BellKor’s



24 Hours from the Deadline
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• Frantic last 24 hours for both teams
• Much computer time on final optimization
• Carefully calibrated to end about an hour before deadline

• Final submissions
• BellKor submitted a little early (on purpose), 40 mins before deadline
• Ensemble submitted their final entry 20 mins later
• … and everyone waited …
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Tie Breaker:
Time of 

submission!



Next Lecture: Implicit Feedback
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• So far, we have focused mostly on estimating explicit ratings (e.g., 1 star – 5 stars)

• What if we only have implicit feedback?
• E.g., clicks, likes, views, …
• Only a (small) fraction of customers who purchase a product actually leave a rating
• Not to mention that the number of users who merely view or click on it is much 

larger

• Challenge 1: No negative feedback!
• If I have not viewed a YouTube video, does that mean I hate it? Or I just have not 

been exposed to it yet?
• Challenge 2: Evaluation is tricky — no RMSE to measure!



Bayesian Personalized Ranking [Rendle et al., UAI 2009]
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Quiz 2
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Thank You!
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