
CSCE 670 - Information Storage and Retrieval

Week 1: Course Overview; Boolean Retrieval

Yu Zhang
yuzhang@tamu.edu
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Course Website: https://yuzhang-teaching.github.io/CSCE670-S26.html

Adapted from the slides by Prof. James Caverlee

mailto:yuzhang@tamu.edu


Course Logistics
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Course Website
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https://yuzhang-teaching.github.io/CSCE670-S26.html



Canvas
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https://canvas.tamu.edu/courses/426688



Course Logistics
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• Course Website: Syllabus, Schedule, Slides, Optional Readings
• Canvas: Grades, Announcements, Assignments, Discussions

• Two ways to reach me/TA
• Email us directly (please put [CSCE670] in the subject)
• Message us through Canvas



Grading (See Syllabus and Course Website for Details)
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• Homework: 30%
• Homework 0: 2% [due Jan 26 (Mon)]
• Homework 1: 7% [due Feb 9 (Mon)]
• Homework 2: 7% [due Mar 2 (Mon)]
• Homework 3: 7% [due Mar 30 (Mon)]
• Homework 4: 7% [due Apr 20 (Mon)]

• Quizzes: 20%
• Quiz 1: 5% [in the Feb 6 class (Fri)]
• Quiz 2: 5% [in the Feb 27 class (Fri)]
• Quiz 3: 5% [in the Mar 25 class (Wed)]
• Quiz 4: 5% [in the Apr 15 class (Wed)]

• Group Project: 20%
• Proposal: 2% [due Mar 7 (Sat)]
• Presentation: 9% [in the Apr 20, Apr 22, 

Apr 24, and Apr 27 classes]
• Report: 9% [due May 2 (Sat)]

• Final: 30% [3:30pm – 5:30pm, May 4, HRBB 
113]



Homework (30%)
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• We will have 1 “getting-started” homework and then 4 real homework assignments
• Fun opportunity to put concepts into action
• All in Python!

• Individual work, but you may discuss generally with others
• You should write your own code, by yourself
• BUT you may talk amongst yourselves about approaches/methods

• E.g., sit in a group with no laptops, just talking = totally fine
• E.g., sit next to each other while you code = BAD NEWS

• You must acknowledge ALL help in your homework
• Using code comments
• I will show you an example in 5 minutes



AI Policy
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• “In principle you may submit AI-generated code, or code that is based on or derived from AI-
generated code, as long as this use is properly documented in the comments: you need to 
include the prompt and the significant parts of the response. AI tools may help you avoid syntax 
errors, but there is no guarantee that the generated code is correct. It is your responsibility to 
identify errors in program logic through comprehensive, documented testing. Moreover, 
generated code, even if syntactically correct, may have significant scope for improvement, in 
particular regarding separation of concerns and avoiding repetitions. The submission itself must 
meet our standards of attribution and validation.”

• (from Boris Steipe (2023) “Syllabus Resources”. The Sentient Syllabus 
Project: http://sentientsyllabus.org)

http://sentientsyllabus.org/


Homework 0 (due Jan 26)
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Homework Late Days
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• Due by 11:59pm on the due date
• You get 5 late days total

• Late day = indivisible 24-hour unit
• E.g., if due date is 11:59pm on Saturday, and you submit at 12:01am on Sunday = one 

late day
• No penalty for using a late day; no need to alert me/TA that you are using a late day

• Once you are out of late days, you get 0



Regrade Policy
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• Once you receive your graded assignment (e.g., homework and quizzes), you have 7 days 
to request a regrade in writing (give to me)

• After 7 days = no regrades
• You must give us a written explanation of what the issue is
• We will re-grade the entire assignment



Questions?
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4 Quizzes (5% × 4 = 20%)
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• In-class
• 45 minutes, but designed to only take 30-35 minutes
• 7 multiple-choice questions
• Answering 5 questions correctly will earn you full credit (5%)

• Closed book
• Laptops, books, and notes are NOT allowed.

• Calculators are NOT required, and the questions will NOT involve calculations (such as 
square roots or logarithms) that cannot be done easily by hand.

# correct answers 0 1 2 3 4 5 6 7

credit 0% 1% 2% 3% 4% 5% 5% 5%



Absence Policy
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• Please refer to Student Rule 7 (https://student-rules.tamu.edu/rule07/) about excused 
absences, including definitions, and related documentation and timelines.

• For students who miss a quiz due to an excused absence, your quiz score will be 
counted as part of the final exam. 

• Specifically, your final exam weight will increase by 5% for each quiz missed with an 
excused absence (i.e., 30% + 5% × number of excused quiz absences).

https://student-rules.tamu.edu/rule07/
https://student-rules.tamu.edu/rule07/
https://student-rules.tamu.edu/rule07/


Final (30%)
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• In our regular classroom
• 3:30pm – 5:30pm on May 4 (Monday)
• 120 minutes; Comprehensive
• You can bring one cheatsheet

• Cheatsheet = 8.5” x 11” standard sheet of paper with anything on it, front and back



Group Project (20%)
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• Teams of 3 or 4 (any deviation from this size requires prior approval from the 
instructor)

• Option 1: A prototype (search engine or recommender system)
• Option 2: A research project (e.g., reasoning-search interleaved LLMs)
• Option 3: A survey (e.g., recent studies on search-enhanced LLMs)

• Topic-wise: your choice, as long as it is related to information retrieval!

• Project presentations during our last four classes

• Super-fun opportunity for you to explore some compelling aspect of IR



• More details to be discussed in the Feb 13 class

• Project proposal due on Mar 7 (so you still have plenty of time)

Group Project (20%)
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• Project presentations during our last four classes

• Held on Zoom
•  To start our summer break early
•  There will be 16-18 groups presenting in these lectures. Zoom allows us to 

quickly switch between shared screens, reducing transition time between groups 
and giving each group more time to present.

Group Project (20%)
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Overview of Information Retrieval (IR)
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Information Retrieval is …
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• “… finding material (usually documents) of an unstructured nature (usually text) that 
satisfies an information need from within large collections (usually stored on 
computers).”

(according to Manning, Raghavan, Schutze 2008)



Information Retrieval is …
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• “… the process of obtaining information system resources that are relevant to an 
information need from a collection of those resources.”

(according to Wikipedia)



Information Retrieval is …
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• “… a field concerned with the structure, analysis, organization, storage, searching, and 
retrieval of information.”

(according to Gerard Salton “Father of IR” 1968)



Information Retrieval is …
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• “… about technology to connect people to information.”

(according to Markov and de Rijke 2018)



IR connects people to information
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• Examples?

People InformationIR System



Example: Course Explorer
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Students

Courses 
about 

“learning”

Boolean
Retrieval
(Week 1)



Example: PubMed, Semantic Scholar, Google Scholar
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Researchers

Papers about 
“respiratory 

disease”

TF-IDF,
BM25

(Week 2)



Example: PubMed, Semantic Scholar, Google Scholar
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Researchers

Papers about 
“Byzantine 
privacy”

word2vec,
BERT

(Weeks 8 
and 10)



Example: Google
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Aggies

Webpages 
about “tamu 
spring break 
time 2026”

PageRank
(Week 3)



Example: ChatGPT
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IR Beginners

Most cited 
paper in IR

LLMs with 
Search 
Engines

(Week 12)



Example: Amazon
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Customers 
who bought an 

IR book

Other books 
the customers 
may also like

Recommender 
Systems 

(Weeks 6-7)



Example: Amazon
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Customers 
who bought an 

IR book

Other data 
mining books 
the customers 
may also like

LLMs for 
RecSys

(Week 13)



Example: TikTok

33

Video 
scrollers

Next video 
they may be 
interested in

Sequential
RecSys 

(Week 11)
?



IR algorithmically mediates what items a user encounters
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We as computer scientists need to …
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• Understand these algorithms
• How can we build a search engine or a recommender system? What algorithms can 

we use? What “features” are important? How to evaluate if it is doing a good job? 

• Design new approaches
• Can we keep pace with rapid developments in industry and in academia? Adopt new 

ML/DL approaches? Anticipate the “next” big thing?

• Be mindful of the power we wield! Important issues around fairness, bias, 
misinformation, and other negative outcomes.



This Course
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• Phase 1: Search Engines
• Boolean and ranked retrieval, link analysis, evaluation, learning to rank (ML + 

ranking), …

• Phase 2: Recommender Systems
• content-based recommendation, collaborative filtering, matrix factorization, 

recommendation with implicit feedback, …

• Phase 3: From Foundations to Modern Methods
• word embedding learning, Transformer, “small” language models, … (for search and 

recommendation)

• Phase 4: Large Language Models (!!)



Boolean Retrieval
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We are opening a record store!

38

• Over the course of the semester, we will progressively build up the search and 
recommendation capabilities of our store.

• This + next few weeks: Focus on search basics
• Then: Focus on recommendation basics
• Later: Revisit both search and recommendation via advanced topics (e.g., LLMs)

CDs / VinylCustomers



This + Next Few Weeks: Help Users Search our Store
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CDs / VinylCustomers



• Information need
• “I want Taylor Swift's latest album.”

• Query
• “Taylor Swift's latest album”
• “Taylor Swift album 2025”
• …

• Documents
• A pool of candidates (e.g., CDs)
• Some candidates may satisfy the information need.
• Each candidate is associated with some text information.

• “Artist: Taylor Swift; Lyrics: Meet me at midnight, Staring at the ceiling with you …”

Basic Concepts

40



• Query Representation
• If we want to design an automated algorithm for search, we need a way to represent 

the query that a computer can understand.
• [0, 1, 1, 0, …]
• [0.255, -1.342, …]

• Document Representation
• We need to use a similar way to represent each “document” (i.e., candidate).

• Relevance Function
• How can we decide which “document” can satisfy the information need?
• Relevance(Query, Document1) = 0.8
• Relevance(Query, Document2) = 0.5
• …

Basic Concepts

41



Key Challenges Motivating Much of this Course
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• How do we represent our queries and documents?
• What is our “representation function”?

• What is our relevance function?

• How do we know if we are doing a good job?



Today: Simplifying Assumptions
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• Our store front-page only supports Boolean keyword queries.
• “karma”
• “love OR song”
• “taylor AND swift”
• “taylor AND (NOT swift)”
• …

• Based on these queries, we return a list of matching albums.

query: taylor AND swift 

We return a set of matching 
albums. (No rank order!)



Example Album
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• Artist: Taylor Swift
• Album Title: Midnights
• Year: 2022
• Track Listing: Lavender Haze, Maroon, Anti-

Hero, …
• Lyrics: Meet me at midnight, Staring at the 

ceiling with you, Oh, you don't ever say too …



What do our users want to search for?
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• Another example where each “document” has multiple fields: Course Explorer

• What parts of an album do we index? 
• How to index these parts?

• Everything in one index?
• Some parts in one index?
• Each facet in its own separate index?



One More Simplifying Assumption
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• Record store front-page only supports Boolean keyword queries over song lyrics.

• Artist: Taylor Swift
• Album Title: Midnights
• Year: 2022
• Track Listing: Lavender Haze, Maroon, Anti-

Hero, …
• Lyrics: Meet me at midnight, Staring at the 

ceiling with you, Oh, you don't ever say too …



A Simple (but not Good) Boolean Retrieval Algorithm
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• Query: midnight AND staring

• Algorithm Pseudo Code:
results = []
For CD in CDs:

If “midnight” in CD.lyrics and “staring” in CD.lyrics:
results.append(CD)

return results



A Simple (but not Good) Boolean Retrieval Algorithm
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• Query: believe OR (NOT love)

• Algorithm Pseudo Code:
results = []
For CD in CDs:

If “believe” in CD.lyrics or “love” not in CD.lyrics:
results.append(CD)

return results

• What if a new CD arrives in our store?
CDs.append(new_CD)



Problems?
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• For each query, we need to scan all the documents.
• If there are 𝑀𝑀 documents in total, and each document has 𝑁𝑁 words on average, the 

time complexity will be 𝑂𝑂(𝑀𝑀𝑀𝑀).

• Scanning 48 billion words for each query!
• If you had to wait several minutes every time to get the paper you are looking for, 

would you still use this academic search engine?

• 240,000,000+ papers on the 
Web by the end of 2019 [1].

• Let's assume that the title 
and abstract of each paper 
contain about 200 words.

[1] Microsoft Academic Graph: When Experts are Not Enough. Quantitative Science Studies 2020.



Inverted Index: A More Efficient Solution
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• Document 1 (d1): “any choose love”
• Document 2 (d2): “zebra any love”
• …

Vocabulary

any

believe

choose

love

midnight

starring

zebra



Inverted Index: A More Efficient Solution
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• Document 1 (d1): “any choose love”
• Document 2 (d2): “zebra any love”
• …

Vocabulary

any → d1

believe

choose → d1

love → d1

midnight

starring

zebra



Inverted Index: A More Efficient Solution
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• Document 1 (d1): “any choose love”
• Document 2 (d2): “zebra any love”
• …

Vocabulary

any → d1 → d2

believe

choose → d1

love → d1 → d2

midnight

starring

zebra → d2



Inverted Index: A More Efficient Solution

53

• Query: “any”
• {d1, d2, d5}

• Query: “any AND zebra”
• {d1, d2, d5} ∩ {d2, d8} = {d2}

Vocabulary

any → d1 → d2 → d5

believe → d4

choose → d1 → d5 → d6 → d10

love → d1 → d2 → d8

midnight → d7 → d9

starring → d7 → d9

zebra → d2 → d8



Inverted Index: A More Efficient Solution
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• Query: “believe OR midnight”
• {d4} ∪ {d7, d9} = {d4, d7, d9}

• Query: “any AND (NOT zebra)”
• {d1, d2, d5} − {d2, d8} = {d1, d5}

Vocabulary

any → d1 → d2 → d5

believe → d4

choose → d1 → d5 → d6 → d10

love → d1 → d2 → d8

midnight → d7 → d9

starring → d7 → d9

zebra → d2 → d8



Questions?
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Vocabulary

any → d1 → d2 → d5

believe → d4

choose → d1 → d5 → d6 → d10

love → d1 → d2 → d8

…

Inverted Index: A More Efficient Solution
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• What if a new CD (d1000) arrives in our store?
• Scan its lyrics and update our inverted index
• Move the scanning process into index construction, so it does not take up time 

during the on-the-fly processing of user queries. 
• Moreover, the data only needs to be scanned once, instead of being scanned for 

every query.



Inverted Index: A More Efficient Solution
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• What is the time complexity of the Boolean retrieval process now?
• Number of words in the query: usually less than 20
• × Time to access the linked list of a word: 𝑂𝑂(1)
• + Set operations based on these linked lists: proportional to the total length of 

these linked lists (i.e., the total number of documents containing these words)
• For most words, only a small fraction of documents contain them.
• The remaining words (i.e., stop words) appear in many documents and are 

typically considered uninformative, so they are usually ignored.



Summary: Boolean Retrieval
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• Advantages
• Precise, if you know the right strategies (e.g., how to iteratively refine your queries, 

use of boolean operators, …)
• Typically, efficient in practice

• Disadvantages
• Users must understand Boolean logic!
• Boolean logic does not capture language richness.
• Feast or famine in results: often get 0 results or 1000s 
• Result sets are unordered.
• What about partial matches? E.g., a document does not exactly match the query but 

it is “close”?



Can we improve the index?
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• To support phrase queries?
• “taylor swift”, “670 homework solution”

• To support proximity queries?
• “taylor NEAR:2 swift”, “670 NEAR:5 solution” 

• To support wildcard queries?
• “tayl*”, “*ift”



Phrase Queries
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• “taylor swift”, “670 homework solution”
• Why might we like to support phrase queries?

• “taylor made a swift decision to pivot the project after noticing the early results.”
• “the professor teaches both 670 and 698, but only the 698 homework solution was shared 

on the course website.”



Phrase Queries: One Idea
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• Bigram index: Index every consecutive pair of terms in the text as a phrase
• “taylor made a swift decision …”

Vocabulary

taylor → …

made → …

…

taylor made → …

made a → …

a swift → …

swift decision → …

…

• What if the query has three words?
• Trigram index: Index every 

consecutive span of three terms in 
the text as a phrase.

• What if the query has four words?
• …

• Problems with this strategy?



Instead: Positional Index

62

• Store the position in the index!
• Document 1 (d1): “any choose love”
• Document 2 (d2): “zebra any love any zebra”

Vocabulary

any

believe

choose

love

midnight

starring

zebra



Instead: Positional Index

63

• Store the position in the index!
• Document 1 (d1): “any choose love”
• Document 2 (d2): “zebra any love any zebra”

Vocabulary

any → d1 (0)

believe

choose → d1 (1)

love → d1 (2)

midnight

starring

zebra



Instead: Positional Index
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• Store the position in the index!
• Document 1 (d1): “any choose love”
• Document 2 (d2): “zebra any love any zebra”

Vocabulary

any → d1 (0) → d2 (1, 3)

believe

choose → d1 (1)

love → d1 (2) → d2 (2)

midnight

starring

zebra → d2 (0, 4)



Positional Index: Querying
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• Query 1: “any love” (phrase)

• Constraint 1: “any” and “love” should appear in the same document.
• Constraint 2: In this document, position(“love”) = position(“any”) + 1

• Query 2: “love any zebra” (phrase)

Vocabulary

any → d1 (0) → d2 (1, 3)

love → d1 (2) → d2 (2)

Vocabulary

any → d1 (0) → d2 (1, 3)

love → d1 (2) → d2 (2)

zebra → d2 (0, 4)



Proximity Queries
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• “taylor NEAR:2 swift”, “670 NEAR:5 solution”
• “NEAR:k” (or “/k”): within k words of (on either side)
• Why might we like to support proximity queries?

• “Taylor Alison Swift (born December 13, 1989) is an American singer-songwriter. Known for 
her autobiographical songwriting, artistic versatility, and cultural impact …”

• Positional index still works!
• Query: “zebra NEAR:2 love”

Vocabulary

love → d1 (2) → d2 (2)

zebra → d2 (0, 4)

• Constraint 1: “zebra” and “love” 
should appear in the same 
document.

• Constraint 2: In this document, 
|position(“zebra”) - position(“love”)| 
≤ 2.



Wildcard Queries
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• “mid*”
• Find all documents containing any word that begins with “mid”

• “midnight”, “midnights”, “midnoon”, “midas”, …



Vocabulary

any → d1 → d2 → d5

believe → d4

…

midas → d1 → d5 → d6 → d10

midnight → d1 → d2 → d8

midnoon → d7 → d9

mine → d7 → d9

…

zebra → d2 → d8

Wildcard Queries: One Idea

68

• “mid*”
• Suppose we have a binary search tree over our dictionary

• Find all words in range: “mid” <= words < “mie”

mid

mie



But we have harder cases
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• What about wildcards at the beginning of a word?
• “*ift”
• Find all documents containing any word that ends with “ift”

• “swift”, “lift”, “rift”, …

• What about wildcards at any point of a word?
• “ta*r”: “taylor”, “tater”, “tailor”, …
• “m*ight”: “midnight”, “moonlight”, …

• Ideas?



Permuterm Index
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• Use a special end-of-word token, e.g., “$”
• “taylor$”

• Rotate every term:
• “taylor$”, “aylor$t”, “ylor$ta”, “lor$tay”, “or$tayl”, “r$taylo”, “$taylor”

• If we have the query 
• “ta*r”

• Rotate the query, so that the “*” is at the end!
• “r$ta*”

• Look up in the rotated dictionary. “taylor”, “tater”, “tailor” should all be near each other:
• “r$taylor”, “r$tater”, “r$tailor”



Summary
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• To support phrase queries?
• “taylor swift”, “670 homework solution”
• Positional index

• To support proximity queries?
• “taylor NEAR:2 swift”, “670 NEAR:5 solution” 
• Positional index

• To support wildcard queries?
• “tayl*”, “*ift”
• Permuterm Index



Extended Content
(will not appear in quizzes or the exam)

72



What should be in the index?
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• What are the valid tokens to go in our dictionary?

• Input: a bunch of text
• E.g., “Welcome to class 670ers!”

• Output: valid tokens
• Approach 1: “Welcome”, “to”, “class”, “670ers!”
• Approach 2: “welcome”, “to”, “class”, “670ers”, “!”
• Approach 3: “wel”, “elc”, “lco”, “com”, “ome”, “to”, “cla”, …

• Critical step in determining what our users can search for.
• If a token is not in our index, then our user cannot search for it!



Typical Issues in Tokenization
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• Punctuation
• “pre-trained” → “pre-trained” or even “pretrained” (better than “pre”, “trained”)
• “U.S.A.” → “U.S.A.” or even “USA” (better than “U”, “S”, “A”)
• “C.A.T.” → “C.A.T.” (better than “cat”)
• “A&M” → “A&M” (better than “AM” or “A”, “M”)

• Case
• “PageRank”, “Pagerank”, “PAGERANK” → “pagerank”
• “Apple”, “Windows” → ? (depending on the context)

• Domain/Task
• “F = ma” → “F = ma” (better than “F”, “=”, “ma”)
• “2%-4%” → “2%”, “-”, “4%”
• “CaO + CO2 = CaCO3” → ? (depending on your task: retrieving the reactants vs. retrieving the 

equation)



Stemming
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• The same word can be used in different forms.
• “organize”, “organized”, “organizes”, “organizing”

• There are families of derivationally related words with similar meanings.
• “democracy”, “democratic”, “democratization”

• When you search one of these words, you may also want documents containing other 
words in the set.

• Stemming: Reducing inflectional forms and sometimes derivationally related forms of a 
word to a common base form



Porter’s Algorithm
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• Stemming: Reducing inflectional forms and sometimes derivationally related forms of a 
word to a common base form

• Porter’s Algorithm: 5 phases of word reduction applied sequentially
• Phase 1

• For more information: http://www.tartarus.org/martin/PorterStemmer/ 

http://www.tartarus.org/martin/PorterStemmer/


Examples of Stemming
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Spelling Errors
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• Users make spelling mistakes all the time.
• How do we know that? 

• “britent spears” → “britney spears”



Spelling Correction
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• Based on edit distance
• Based on everyone's search logs

https://archive.google/jobs/britney.html 

https://archive.google/jobs/britney.html


Thank You!

80

Course Website: https://yuzhang-teaching.github.io/CSCE670-S26.html
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