
CSCE 670 - Information Storage and Retrieval

Week 2: TF-IDF; Vector Space Model; BM25

Yu Zhang
yuzhang@tamu.edu

1

Course Website: https://yuzhang-teaching.github.io/CSCE670-S26.html

Adapted from the slides by Prof. James Caverlee

mailto:yuzhang@tamu.edu


Recap: Boolean Retrieval
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• Our capabilities so far:
• Boolean keyword queries (AND, OR, NOT)

• Inverted index
• Phrase queries (“x y”)

• Positional index
• Proximity queries (“x NEAR:3 y”)

• Positional index
• Wildcard queries (“x*”)

• Permuterm Index

you don't ever say

We return a set of matching 
albums. (100s or 1000s of 
matches in some cases!)



Ranking
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you don't ever say

We return a ranked list of albums.

No. 1 No. 2 No. 3 No. 4 No. 5 …



Our Plan: Ranking
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• Why is ranking important?

• What factors impact ranking?

• Two foundational text-based approaches
• TF-IDF
• BM25

• Two foundational link-based approaches
• PageRank
• HITS 

• Machine-learned ranking (“learning to rank”)



Why is ranking important?
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• User Study: eye-tracking and relevance

• Scenario: Participants were asked to 
answer 10 questions using Google.

• E.g., “Find the homepage of Michael 
Jordan, the statistician.”

• Eye-Tracking: 
• Record the sequence of eye 

movements
• Analyze how users scan the results 

page of Google

Evaluating the Accuracy of Implicit Feedback from Clicks and Query Reformulations in Web Search. TOIS 2007.



What is Eye-Tracking?
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• Device to detect and record where and 
what people look at

• Fixations: ~200-300ms, information is 
acquired

• Saccades: extremely rapid movements 
between fixations



Viewing vs. Clicking
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• Users view Documents 1 and 2 more thoroughly / often.
• Users click most frequently on Document 1.



In which order are the results viewed?
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• Users tend to read the results in order.



Presentation Bias
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• The top two results returned by Google were switched in order and then presented to 
the participants.

• Order of presentation influences where users look AND where they click.



Click-Through Rate (CTR) Per Ranking
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https://www.sistrix.com/blog/why-
almost-everything-you-knew-about-

google-ctr-is-no-longer-valid/ 

• Accurate ranking increases 
the likelihood that the 
documents users click on 
are actually relevant.

https://www.sistrix.com/blog/why-almost-everything-you-knew-about-google-ctr-is-no-longer-valid/
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Scoring as the Basis of Ranked Retrieval
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• Let’s try to build a scoring function:

Score(𝑞𝑞,𝑑𝑑) ∈ ℝ
   

   to score every document 𝑑𝑑 for a particular query 𝑞𝑞.

• Our hope is to design a scoring function so that the “best” documents (the most 
relevant, the best at satisfying the user) are scored highest.



TF-IDF
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What factors impact scoring?
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• Query: “information retrieval”

• Document 1: “Information retrieval is a core area of computer science. Modern information 
retrieval systems use ranking algorithms to improve search results. Deep learning has also been 
applied to information retrieval tasks. Classic information retrieval models include TF-IDF and 
BM25. Evaluation in information retrieval typically involves metrics like MAP and NDCG.”

• Document 2: “Natural language processing (NLP) has many applications, such as text 
classification, machine translation, and information retrieval. These tasks often require a deep 
understanding of both syntax and semantics. Recent advancements in large language models 
have significantly improved the performance of NLP systems across many benchmarks.”

• Which document should be ranked higher? Why?



Term Frequency (TF)
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• Score each term 𝑡𝑡 in a document 𝑑𝑑 by the number of times it occurs in the document,
denoted as tf𝑡𝑡,𝑑𝑑

• Intuition: The more frequently a term appears in a document, the more important it 
is considered within that document.

• Example
• Document 𝑑𝑑: “zebra any love any zebra”
• tflove,𝑑𝑑 = 1
• tfzebra,𝑑𝑑 = 2
• tfdream,𝑑𝑑 = 0



Variants of TF
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• Why do we need these variants?
• If our scoring function is based solely on 

TF
• Any monotonic transformation of 

TF is equivalent to TF in terms of 
ranking.

• If TF is only one component of our 
scoring function, we may want to 
control its “weight” in the function.

• Do we want the growth of TF's 
weight to be equal in the following 
two cases?

• tf𝑡𝑡,𝑑𝑑 increases from 1 to 2

• tf𝑡𝑡,𝑑𝑑 increases from 100 to 101

• “diminishing marginal gain”



What factors impact scoring?

16

• Query: “mitochondria cell”

• Document 1: “The cell structure of an organism varies depending on the type of cell. In 
multicellular organisms, each cell has a specific function. Cell division plays an important role in 
growth and repair.”

• TF(“cell”, Document 1) = 4; TF(“mitochondria”, Document 1) = 0

• Document 2: “Mitochondria are known as the powerhouse of the cell. They play a critical role 
in ATP production and cellular respiration. Damage to mitochondria can lead to metabolic 
disorders.”

• TF(“cell”, Document 2) = 1; TF(“mitochondria”, Document 2) = 2

• Which document should be ranked higher? Why?



Inverse Document Frequency (IDF)
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• Score each term in a document by how rare it is across all documents
• Intuition: The rarer a term is across a collection, the more valuable it is.
• “mitochondria” is more valuable than “cell”.
• If a document matches the term “mitochondria” once, it should receive a greater 

reward than matching the term “cell” once.

idf𝑡𝑡 = log
|𝒟𝒟|

|𝑑𝑑 ∈ 𝒟𝒟: 𝑡𝑡 ∈ 𝑑𝑑|

• |𝒟𝒟|: number of documents in the collection 
• |𝑑𝑑 ∈ 𝒟𝒟: 𝑡𝑡 ∈ 𝑑𝑑|: number of documents in the collection that contain 𝑡𝑡



Inverse Document Frequency (IDF)
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idf𝑡𝑡 = log
|𝒟𝒟|

|𝑑𝑑 ∈ 𝒟𝒟: 𝑡𝑡 ∈ 𝑑𝑑|

• Example (We use 10 as the base of the logarithm)
• Suppose you want to rank 100,000 documents.
• “cell” appears in 1,000 of them

• idfcell = log 100000
1000

= log100 = 2

• “mitochondria” appears in 10 of them

• idfmitochondria = log 100000
10

= log10000 = 4

• Can you roughly estimate the IDF value of “a”?



What factors impact scoring?
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• Query: “TAMU 2026 Spring Break”

• Document 1: https://registrar.tamu.edu/academic-calendar/spring-2026 

• Document 2: A social media post written by an account with 10 followers mentioning 
the time of  TAMU 2026 Spring Break

• Which document should be ranked higher? Why?

• How can we know the “reputation” of a website?
• Next week!

https://registrar.tamu.edu/academic-calendar/spring-2026
https://registrar.tamu.edu/academic-calendar/spring-2026
https://registrar.tamu.edu/academic-calendar/spring-2026
https://registrar.tamu.edu/academic-calendar/spring-2026
https://registrar.tamu.edu/academic-calendar/spring-2026


Let’s first consider the textual factors (TF and IDF) together.
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• Given a query 𝑞𝑞 and a document 𝑑𝑑, we want to calculate Score(𝑞𝑞,𝑑𝑑).
• The query 𝑞𝑞 may have one or more terms. For each term 𝑡𝑡,

tfidf𝑡𝑡,𝑑𝑑 = tf𝑡𝑡,𝑑𝑑 × idf𝑡𝑡

• The overall score is the sum of the TF-IDF scores of all terms.

Score(𝑞𝑞,𝑑𝑑)=�
𝑡𝑡∈𝑞𝑞

tfidf𝑡𝑡,𝑑𝑑

• How should we interpret this formula?
• A weighted sum of TF
• The weight is IDF



Example
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• Suppose you want to rank 100,000 documents. “cell” appears in 1,000 of them; 
“mitochondria” appears in 10 of them. (We use 10 as the base of the logarithm in IDF.)

• Query: “mitochondria cell”

• Document 1: “The cell structure of an organism varies depending on the type of cell. In 
multicellular organisms, each cell has a specific function. Cell division plays an important role in 
growth and repair.”

• TF(“cell”, Document 1) = 4; IDF(“cell”) = 2
• TF-IDF(“cell”, Document 1) = 4×2 = 8
• TF(“mitochondria”, Document 1) = 0; IDF(“mitochondria”) = 4
• TF-IDF(“mitochondria”, Document 1) = 0×4 = 0
• TF-IDF(Query, Document 1) = 8+0 = 8



Example
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• Suppose you want to rank 100,000 documents. “cell” appears in 1,000 of them; 
“mitochondria” appears in 10 of them. (We use 10 as the base of the logarithm in IDF.)

• Query: “mitochondria cell”

• Document 2: “Mitochondria are known as the powerhouse of the cell. They play a critical role 
in ATP production and cellular respiration. Damage to mitochondria can lead to metabolic 
disorders.”

• TF(“cell”, Document 2) = 1; IDF(“cell”) = 2
• TF-IDF(“cell”, Document 2) = 1×2 = 2
• TF(“mitochondria”, Document 2) = 2; IDF(“mitochondria”) = 4
• TF-IDF(“mitochondria”, Document 1) = 2×4 = 8
• TF-IDF(Query, Document 1) = 2+8 = 10



Vector Space Model (VSM)
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Early History of IR
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TF (1957; 
by Hans Peter Luhn)

IDF (1972;
by Karen Spärck Jones)

Vector Space Model (1975;
by Gerard Salton)



General Idea of VSM
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• Represent documents and queries as 
vectors in a high-dimensional space

• A document is more relevant to a 
query if they are more “similar” in the 
vector space.

• We will define “similar” later.

• What are the axes?

• How about each dimension 
representing a word in the vocabulary?



VSM: Example 1
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• If the word appears in a query/document, the corresponding entry is 1.
• Otherwise, the corresponding entry is 0.

• Query 𝑞𝑞: “any AND zebra”
• Document 𝑑𝑑: “zebra any love any zebra”

Vocabulary Vector(𝑞𝑞) Vector(𝑑𝑑)

any 1 1

believe 0 0

choose 0 0

… … …

love 0 1

starring 0 0

zebra 1 1

• What is the inner product of  
Vector(𝑞𝑞) and Vector(𝑑𝑑)?

• Vector(𝑞𝑞) � Vector(𝑑𝑑) = 2

• In the setting of Boolean 
retrieval, 𝑑𝑑 is relevant to this 𝑞𝑞 
if and only if  Vector(𝑞𝑞) ∙ 
Vector(𝑑𝑑) = 2.



VSM: Example 1
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• If the word appears in a query/document, the corresponding entry is 1.
• Otherwise, the corresponding entry is 0.

• Query 𝑞𝑞: “𝑡𝑡1 AND 𝑡𝑡2 AND … AND 𝑡𝑡𝑁𝑁” (There are 𝑁𝑁 words that must appear in 𝑑𝑑.)

• In the setting of Boolean retrieval, 𝑑𝑑 is relevant to this 𝑞𝑞 if and only if  
Vector(𝑞𝑞) ∙ Vector(𝑑𝑑) = 𝑁𝑁



VSM: Example 2
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• Given a query 𝑞𝑞, the corresponding entry of word 𝑡𝑡 is tf𝑡𝑡,𝑞𝑞.

• Given a document 𝑑𝑑, the corresponding entry of word 𝑡𝑡 is tf𝑡𝑡,𝑑𝑑 × idf𝑡𝑡 .

• Query 𝑞𝑞: “any any zebra”
• Document 𝑑𝑑: “zebra any love any zebra”

Vocabulary Vector(𝑞𝑞) Vector(𝑑𝑑)

any 2 tfany,𝑑𝑑 × idfany
believe 0 0

choose 0 0

… … …

love 0 tflove,𝑑𝑑 × idflove
starring 0 0

zebra 1 tfzebra,𝑑𝑑 × idfzebra

• What is the inner 
product of  Vector(𝑞𝑞) 
and Vector(𝑑𝑑)?



VSM: Example 2
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Vector(𝑞𝑞) � Vector(𝑑𝑑) = 2 × tfany,𝑑𝑑 × idfany + 1 × tfzebra,𝑑𝑑 × idfzebra
   = tfany,𝑑𝑑 × idfany + tfany,𝑑𝑑 × idfany + tfzebra,𝑑𝑑 × idfzebra
   = ∑𝑡𝑡∈𝑞𝑞(tf𝑡𝑡,𝑑𝑑 × idf𝑡𝑡)
   = TF-IDF(𝑞𝑞, 𝑑𝑑)

• TF-IDF is a special case of VSM.

Vocabulary Vector(𝑞𝑞) Vector(𝑑𝑑)

any 2 tfany,𝑑𝑑 × idfany
believe 0 0

choose 0 0

… … …

love 0 tflove,𝑑𝑑 × idflove
starring 0 0

zebra 1 tfzebra,𝑑𝑑 × idfzebra

• Query 𝑞𝑞: “any any zebra”
• Document 𝑑𝑑: “zebra any 

love any zebra”
• What is the inner 

product of  Vector(𝑞𝑞) 
and Vector(𝑑𝑑)?



Problems with Inner Product?
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• Query 𝑞𝑞: “any any zebra”
• Document 𝑑𝑑1: “zebra any love any zebra”

• Document 𝑑𝑑2: “zebra any love any zebra zebra any love any zebra”

Vocabulary Vector(𝑞𝑞) Vector(𝑑𝑑1)
any 2 tfany,𝑑𝑑 × idfany

believe 0 0

choose 0 0

… … …

love 0 tflove,𝑑𝑑 × idflove
starring 0 0

zebra 1 tfzebra,𝑑𝑑 × idfzebra

Vector(𝑑𝑑2)
2 × tfany,𝑑𝑑 × idfany

0

0

…

2 × tflove,𝑑𝑑 × idflove
0

2 × tfzebra,𝑑𝑑 × idfzebra



Problems with Inner Product?
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• Query 𝑞𝑞: “any any zebra”
• Document 𝑑𝑑1: “zebra any love any zebra”

• Document 𝑑𝑑100: “zebra any love any zebra zebra any love any zebra … (repeat 100 times)”

Vocabulary Vector(𝑞𝑞) Vector(𝑑𝑑1)
any 2 tfany,𝑑𝑑 × idfany

believe 0 0

choose 0 0

… … …

love 0 tflove,𝑑𝑑 × idflove
starring 0 0

zebra 1 tfzebra,𝑑𝑑 × idfzebra

Vector(𝑑𝑑100)
100 × tfany,𝑑𝑑 × idfany

0

0

…

100 × tflove,𝑑𝑑 × idflove

0

100 × tfzebra,𝑑𝑑 × idfzebra



Problems with Inner Product?
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• Vector(𝑑𝑑2) = 2 Vector(𝑑𝑑1)
• Vector(𝑞𝑞) ∙ Vector(𝑑𝑑2) = 2 Vector(𝑞𝑞) ∙ Vector(𝑑𝑑1)

• Vector(𝑑𝑑100) = 100 Vector(𝑑𝑑1)
• Vector(𝑞𝑞) ∙ Vector(𝑑𝑑100) = 100 Vector(𝑞𝑞) ∙ Vector(𝑑𝑑1)

• …
• We can make the inner product of 𝑞𝑞 and 𝑑𝑑 in the vector space as large as possible by 

just making 𝑑𝑑 longer!

• How to take the document length factor into account?



Cosine Similarity
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• 𝐱𝐱 = [𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑁𝑁]
• 𝐲𝐲 = [𝑦𝑦1,𝑦𝑦2, … ,𝑦𝑦𝑁𝑁]

• cos 𝐱𝐱, 𝐲𝐲 = 𝑥𝑥1𝑦𝑦1+𝑥𝑥2𝑦𝑦2+⋯+𝑥𝑥𝑁𝑁𝑦𝑦𝑁𝑁
𝑥𝑥12+𝑥𝑥22+⋯+𝑥𝑥𝑁𝑁2× 𝑦𝑦12+𝑦𝑦22+⋯+𝑦𝑦𝑁𝑁2

= 𝐱𝐱�𝐲𝐲
| 𝐱𝐱 |�| 𝐲𝐲 |

= 𝐱𝐱
| 𝐱𝐱 |

� 𝒚𝒚
| 𝒚𝒚 |

• Equivalent to first normalizing the vectors to unit 
length, and then computing the dot product

• 𝐱𝐱, 2𝐱𝐱, and 100𝐱𝐱 will be the same vector after 
length normalization.

• The larger the cosine similarity, the smaller the angle 
between the two unit vectors (i.e., the more 
“similar” they are).



Example
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• Query 𝑞𝑞: “any any zebra”
• Document 𝑑𝑑1: “zebra any love any zebra”

• Let’s assume idfany = idflove = 2 and idfzebra = 4. 

Vocabulary Vector(𝑞𝑞) Vector(𝑑𝑑1)
any 2 tfany,𝑑𝑑 × idfany

believe 0 0

choose 0 0

… … …

love 0 tflove,𝑑𝑑 × idflove
starring 0 0

zebra 1 tfzebra,𝑑𝑑 × idfzebra

Vector(𝑑𝑑1)
2 × 2 = 4

0

0

…

1 × 2 = 2

0

2 × 4 = 8



Example
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• ||Vector(𝑞𝑞)|| = 22 + 12 = 5
• ||Vector(𝑑𝑑1)|| = 42 + 22 + 82 = 84

• cos Vector(𝑞𝑞), Vector(𝑑𝑑1) = 2×4+0×2+1×8
5× 84

≈ 0.781

Vocabulary Vector(𝑞𝑞) Vector(𝑑𝑑1)
any 2 4

believe 0 0

choose 0 0

… … …

love 0 2

starring 0 0

zebra 1 8

What’s the range of the 
cosine similarity in VSM?



Our Plan: Ranking
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•  Why is ranking important?

•  What factors impact ranking?

• Two foundational text-based approaches

•  TF-IDF
• BM25

• Two foundational link-based approaches
• PageRank
• HITS 

• Machine-learned ranking (“learning to rank”)



BM25 (or Okapi BM25)
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• BM = Best Match
• 25 = the 25th version of the scoring function

• Over time, BM25 has become a default scoring function used broadly across many real-
world systems.

• Goal: be sensitive to term frequency and document length while not adding too many 
parameters



History of BM25: The 1994 Text REtrieval Conference (TREC-3)
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TREC: https://trec.nist.gov/ 

39

IR challenges held each year, featuring expert-
annotated data (e.g., relevant query-document pairs) 

from various domains

https://trec.nist.gov/


TREC-3
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TREC-3
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What is BM25?
Why are we talking about a method from 1994?

42



BM25 in (Almost) One Slide
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BM25 𝑞𝑞,𝑑𝑑 = �
𝑡𝑡∈𝑞𝑞

IDF(𝑡𝑡) �
TF(𝑡𝑡,𝑑𝑑) � (𝑘𝑘1 + 1)

TF 𝑡𝑡,𝑑𝑑 + 𝑘𝑘1(1 − 𝑏𝑏 + 𝑏𝑏 � |𝑑𝑑|
avgdl)

• 𝑘𝑘1 controls term frequency scaling
• 𝑘𝑘1 = 0: binary model
• 𝑘𝑘1 very large: raw term frequency

• 𝑏𝑏 controls document length normalization
• 𝑏𝑏 = 0: no document length normalization
• 𝑏𝑏 = 1: relative frequency (full document length normalization)

• Typically, 𝑘𝑘1 is set between 1.2 and 2; 𝑏𝑏 is set around 0.75

• |𝑑𝑑| is the length of 𝑑𝑑 (in words); avgdl = average document length (in words)



The IDF Component in BM25
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IDF(𝑡𝑡) = log
𝑁𝑁 − 𝑛𝑛 𝑡𝑡 + 0.5
𝑛𝑛 𝑡𝑡 + 0.5 + 1

• 𝑁𝑁 = |𝒟𝒟|, number of documents
• 𝑛𝑛 𝑡𝑡 = |{𝑑𝑑 ∈ 𝒟𝒟: 𝑡𝑡 ∈ 𝑑𝑑}|, number of documents containing the term 𝑡𝑡



Why are we talking about a method from 1994?
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• Even compared to today’s large language models, BM25 still delivers strong performance 
on text retrieval tasks. It is also easy to implement, requires no machine learning training, 
and does not rely on GPU support.



Setup
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• Two recent IR papers: Paper 1 and Paper 2
• Several “neural” models proposed/compared in the papers

• “Traditional” (non-neural) ranking models:
• BM25
• QL: query likelihood with Dirichlet smoothing
• RM3 variant of relevance models (pseudo-relevance feedback where top results 

returned by a QL model are treated as relevant)

• Experiments in Anserini (open-source engine built on Lucene)



Results
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How to interpret the BM25 scoring function?
Why is it so complicated?

48



Generative Model for Documents
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• Let’s consider a probabilistic interpretation.
• Idea: Words are drawn independently from the vocabulary using a multinomial 

distribution.

• If we use this model to generate a sentence
• What is the probability that the first word is “midnight”? 
• What is the probability that the second word is “midnight”, given the first word is 

“midnight”? 

p(meet) = 0.002
p(midnight) = 0.001

p(the) = 0.015
…

… meet me at midnight  …



Generative Model for Documents
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• Given a specific term (e.g., “midnight”)
• The distribution of its term frequency (TF) follows a binomial distribution.

• Binomial distribution: There is a coin for which the probability of landing heads up in a 
single toss is 0.001, and tails up is 0.999. What is the probability of getting heads exactly 
𝑘𝑘 times in 100 tosses? (𝑘𝑘 = 0,1,2, … , 100)

𝑝𝑝𝑘𝑘 =
100
𝑘𝑘 × 0.001𝑘𝑘× 0.999100−𝑘𝑘

p(midnight) = 0.001
p(NOT midnight) = 0.999

… blah blah blah midnight  
blah blah blah blah midnight

blah blah midnight blah blah …
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• When the number of tosses is large (e.g., ≥ 100) and the probability of getting heads is 
small, a binomial distribution can be approximated by a Poisson distribution.

• Poisson distribution: A call center receives incoming calls at an average rate of 𝜆𝜆 (i.e., 𝜆𝜆 
calls per hour). The time interval between successive calls is independent of the time of 
the previous call. Under these conditions, the probability that the call center receives 𝑘𝑘 
calls (𝑘𝑘 = 0,1,2,…) in one hour is given by:

𝑝𝑝𝑘𝑘 =
𝜆𝜆𝑘𝑘𝑒𝑒−𝜆𝜆

𝑘𝑘!
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• Why can we also approximate TF as following a Poisson distribution?

• Assume all documents have the same length (e.g., 100 words). We will fix this later!
• Given a word (e.g., “midnight”)

• p(midnight) = 0.001
• “midnight” should “arrive” at an average rate of 0.001×100 = 0.1 per document.
• The number of words between two occurrences of “midnight” is independent of the 

position of the previous “midnight”.
• TF = the number of occurrences of “midnight” in a document



“One” Poisson Model
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• Given 10,000 documents and a word “information”
• For each document, “information” has a term frequency.
• tf1, tf2,…, tf10000
• How should these number be distributed?

• Assume “information” appears 𝑀𝑀 times in total in these 10,000 documents, then

𝜆𝜆 =
𝑀𝑀

10000

(Definition of 𝜆𝜆: the average number of occurrences in a document)



“One” Poisson Model

54

• tf1, tf2,…, tf10000 should follow a Poisson distribution with 𝜆𝜆 = 𝑀𝑀
10000

.



Theory vs. Practice
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• In the table on the previous slide
• According to the theory, it is almost impossible for a word to appear ≥ 5 times in a 

document.
• In practice, a word can appear 10, 11, or 12 times in a document.
• Why?

• Each word can be a background word or a topic-specific word in a document.
• “information” may be a topic-specific word in information retrieval papers. 

(Discussions revolve around the term “information retrieval”.)
• “information” may be a background word in sports news. (Discussions typically do not 

revolve around this word; it is only used when generally needed.)

• “One” Poisson model gives a reasonable fit for background words but a poor fit for 
topic-specific words.
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• 𝜋𝜋 ∈ [0,1]: how “relevant” a word 𝑡𝑡 is to a document 𝑑𝑑
• 𝜋𝜋 = 0: totally irrelevant → 𝑡𝑡 is a background word in 𝑑𝑑
• 𝜋𝜋 = 1: totally relevant → 𝑡𝑡 is a topic-specific word in 𝑑𝑑
• 𝜋𝜋 ∈ (0,1): somewhere in between

• When 𝑡𝑡 is a background word, the distribution of its TF follows a Poisson distribution:

𝑃𝑃(tf = 𝑘𝑘|𝜋𝜋 = 0) =
𝜇𝜇𝑘𝑘𝑒𝑒−𝜇𝜇

𝑘𝑘!

• When 𝑡𝑡 is a topic-specific word, the distribution of its TF follows another Poisson 
distribution:

𝑃𝑃(tf = 𝑘𝑘|𝜋𝜋 = 1) =
𝜆𝜆𝑘𝑘𝑒𝑒−𝜆𝜆

𝑘𝑘!
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• 𝜋𝜋 ∈ (0,1): somewhere in between

𝑃𝑃 tf = 𝑘𝑘 𝜋𝜋 = 𝜋𝜋
𝜆𝜆𝑘𝑘𝑒𝑒−𝜆𝜆

𝑘𝑘! + (1 − 𝜋𝜋)
𝜇𝜇𝑘𝑘𝑒𝑒−𝜇𝜇

𝑘𝑘!

• Given 10,000 documents and a word “information”
• How can we know the distribution?
• Hard! Because 𝜋𝜋 is a hidden variable for each document.
• Unlike observed variables (e.g, TF) that can be directly calculated



“Two” Poisson Model
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• Learning latent variable models from large-scale text data used to be a central problem 
in IR, NLP, and even machine learning in the broader sense.
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• Robertson-Spärck-Jones (RSJ) model:

score 𝑞𝑞,𝑑𝑑 = �
𝑡𝑡∈𝑞𝑞, TF 𝑡𝑡,𝑑𝑑 >0

log
𝑃𝑃(tf = TF(𝑡𝑡,𝑑𝑑)|𝜋𝜋 = 1) × 𝑃𝑃(tf = 0)
𝑃𝑃(tf = TF 𝑡𝑡,𝑑𝑑 ) × 𝑃𝑃(tf = 0|𝜋𝜋 = 1)

• If we plug the “One” Poisson model into RSJ and add some “okay” assumptions, we get 
TF-IDF.

• If we plug the “Two” Poisson model into RSJ, the formula will become complicated and 
ugly.

• BUT it is monotonically increasing to IDF(𝑡𝑡) when TF(𝑡𝑡,𝑑𝑑) → +∞!



RSJ + “Two” Poisson Model 

61

TF(𝑡𝑡,𝑑𝑑)

IDF(𝑡𝑡)
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score 𝑞𝑞,𝑑𝑑 = 𝑔𝑔(TF(𝑡𝑡,𝑑𝑑)) × IDF(𝑡𝑡)

• 𝑔𝑔 saturates toward a maximum value of 1, which is not true for simple TF-IDF scoring.
• Think of raw TF or even log-based TF

• Let’s approximate 𝑔𝑔 with a simple parametric curve that has the same qualitative 
properties.

TF(𝑡𝑡,𝑑𝑑)
𝑘𝑘1 + TF(𝑡𝑡,𝑑𝑑)

• 𝑘𝑘1 > 0 is a hyperparameter

• TF(𝑡𝑡,𝑑𝑑)
𝑘𝑘1+TF(𝑡𝑡,𝑑𝑑)

= 0 when TF(𝑡𝑡,𝑑𝑑) is 0

• TF(𝑡𝑡,𝑑𝑑)
𝑘𝑘1+TF(𝑡𝑡,𝑑𝑑)

= 1 when TF(𝑡𝑡,𝑑𝑑) is ∞
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score 𝑞𝑞,𝑑𝑑 = �
𝑡𝑡∈𝑞𝑞

IDF(𝑡𝑡) �
TF(𝑡𝑡,𝑑𝑑) � (𝑘𝑘1 + 1)

TF 𝑡𝑡,𝑑𝑑 + 𝑘𝑘1

• The (𝑘𝑘1 + 1) factor does not change ranking, but makes TF(𝑡𝑡,𝑑𝑑)�(𝑘𝑘1+1)
TF 𝑡𝑡,𝑑𝑑 +𝑘𝑘1

= 1 when 

TF 𝑡𝑡,𝑑𝑑 = 1.

• The model is similar to TF-IDF, but the term frequency part is bounded.
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• Longer documents are likely to have larger TF values
• Why might documents be longer?

• Verbosity: suggests observed TF too high
• Larger Scope: suggests observed TF may be accurate

• A real document collection probably has both effects, so we should apply some kind of 
“partial” normalization.

• Length normalization factor: 𝐵𝐵 = 1 − 𝑏𝑏 + 𝑏𝑏 � |𝑑𝑑|
avgdl

• |𝑑𝑑| is the length of 𝑑𝑑 (in words); avgdl = average document length (in words)
• 𝑏𝑏 ∈ [0,1] is a hyperparameter



Document Length Normalization
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• 𝐵𝐵 = 1 − 𝑏𝑏 + 𝑏𝑏 � |𝑑𝑑|
avgdl

• What if the length of 𝑑𝑑 is exactly the average document length?
• 𝐵𝐵 = 1 − 𝑏𝑏 + 𝑏𝑏 = 1, no need to normalize

• What if 𝑑𝑑 is longer than average (e.g., |𝑑𝑑| = 2 × avgdl)?
• 𝐵𝐵 = 1 − 𝑏𝑏 + 2𝑏𝑏 = 1 + 𝑏𝑏 > 1

• What if 𝑑𝑑 is shorter than average (e.g., |𝑑𝑑| = 0.5 × avgdl)?
• 𝐵𝐵 = 1 − 𝑏𝑏 + 0.5𝑏𝑏 = 1 − 0.5𝑏𝑏 < 1

• 𝑏𝑏 = 1: full document length normalization 
• 𝑏𝑏 = 0: no document length normalization
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BM25 𝑞𝑞,𝑑𝑑 = �
𝑡𝑡∈𝑞𝑞

IDF(𝑡𝑡) �
TF(𝑡𝑡,𝑑𝑑) � (𝑘𝑘1 + 1)

TF 𝑡𝑡,𝑑𝑑 + 𝑘𝑘1(1 − 𝑏𝑏 + 𝑏𝑏 � |𝑑𝑑|
avgdl)

• 𝑘𝑘1 controls term frequency scaling
• 𝑘𝑘1 = 0: binary model
• 𝑘𝑘1 very large: raw term frequency

• 𝑏𝑏 controls document length normalization
• 𝑏𝑏 = 0: no document length normalization
• 𝑏𝑏 = 1: relative frequency (full document length normalization)

• Typically, 𝑘𝑘1 is set between 1.2 and 2; 𝑏𝑏 is set around 0.75

• |𝑑𝑑| is the length of 𝑑𝑑 (in words); avgdl = average document length (in words)

= 𝐵𝐵
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• Homework 2
• You need to implement the BM25 scoring function.

• Quiz 1 and Final Exam
• You should be familiar with the binomial generative model and the “One” Poisson 

model.
• You should know document length normalization in the BM25 scoring function.
• You do NOT need to master the derivation of the “Two” Poisson model and the 

Robertson-Spärck-Jones model.
• You will NOT be required to manually calculate the BM25 score.



Thank You!
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Course Website: https://yuzhang-teaching.github.io/CSCE670-S26.html
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