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Course Website: https://yuzhang-teaching.github.io/CSCE689-S25.html 

mailto:yuzhang@tamu.edu
https://yuzhang-teaching.github.io/CSCE689-S25.html


Good News (Or Bad News?)
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• No midterm or final exam
• No more classical NLP content

What an NLP course used to be … What this NLP course will be …



Course Logistics
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• Instructor: Yu Zhang (yuzhang@tamu.edu) 
• Lectures:

• Time: Tuesdays and Thursdays 3:55pm – 5:10pm
• Location: HRBB 126

• Office Hour:
• Time: Thursdays 2pm – 3pm
• Location: PETR 222 (or drop me an email at least 1 day in advance if you 

would like to join via Zoom: https://tamu.zoom.us/j/6411788612) 

mailto:yuzhang@tamu.edu
https://tamu.zoom.us/j/6411788612


Course Format & Grading
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• Course website: https://yuzhang-teaching.github.io/CSCE689-S25.html 

• Paper presentation (20%)
• Each student will sign up for a lecture and present the corresponding 3 

papers.

https://yuzhang-teaching.github.io/CSCE689-S25.html
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• Only purple rows on the schedule can be selected.
• Most of them are on Thursdays.

Cannot be selected

Can be selected

Can be selected

Papers to be presented

Can be selected



Course Format & Grading
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• Paper presentation (20%)
• Each student will sign up for a lecture and present the corresponding 3 

papers.
• I will send an email to everyone when the sign-up sheet is open (later today).
• Slots are first come, first served!

• The earliest two slots are 1/30 and 2/6 (Thursdays on Week 3 and Week 4).
• Students selecting these two slots will be given 2% and 1% extra credit, 

respectively.



Course Format & Grading
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• Paper presentation (20%)
• Email your slides to the instructor at least 2 days before your presentation.

• For a Thursday lecture, the slides should be emailed by Tuesday 11:59pm.
• Start preparing your presentation early (e.g., 10+ days in advance).

• Presentation duration: Strictly limited to 60 minutes, followed by a 15-minute 
Q&A session with the audience.



Course Format & Grading
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• Paper presentation (20%)
• Rubrics:

• Slides (5%): Email your complete slides before the deadline.
• Presentation Completeness (5%): Adequately cover the core concepts 

and insights contained in the paper. Feel free to emphasize more on the 
intuition and omit overly detailed parts.

• Presentation Clarity (5%): Explain your own understandings of the papers 
in your presentation (e.g., raise a new example when introducing some 
concepts, list some limitations not mentioned in the paper).

• Question and Answering (5%): Effectively answer the questions raised by 
the audience.



Course Format & Grading
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• Project (60%)
• Complete a research project, present your results, and submit a project 

report.
• Work in a team of 2 or 3 (any deviation from this size requires prior approval 

from the instructor).

• Possible topics:
• Type I, survey: Carefully examine and summarize existing literature on a 

topic covered in this course; provide detailed and insightful discussions 
on the unresolved issues, challenges, and potential future opportunities 
within the chosen topic.



Course Format & Grading
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• Project (60%)
• Possible topics:

• Type I, survey
• Type II, hands-on project

• Develop an effective algorithm for a scientific NLP task, or
• Build a novel benchmark dataset for a scientific NLP task, or
• Analyze the behavior of some existing scientific language models, or
• …

• Related to a topic covered in this course
• Eligible for extra credits if publishable

GPU resources: https://hprc.tamu.edu  

https://hprc.tamu.edu/


Course Format & Grading
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• Project (60%)
• Project proposal due: 2/16 (Sunday)

• Midterm spotlight presentation: 3/20 (Thursday)
• Midterm report due: 3/23 (Sunday)

• Final project presentation: 4/22 (Tuesday) and 4/24 (Thursday)
• Final report due: 5/4 (Sunday)

5%

5%

10%

15%

25%



Course Format & Grading
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• Literature Review (10%)
• Submit a review for a paper introduced in the lectures.

• You can choose any paper on the schedule except the papers presented 
by you in your lecture.

• The review should include a paper summary, strengths, weaknesses, 
questions to the authors, and limitations.

• Due: 3/7 (Friday)

• You cannot use large language models to help you write the review (except 
for grammar check).

• You cannot copy from publicly available reviews of the paper.
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Example: 
https://openreview
.net/forum?id=IFX
TZERXdM7&noteI
d=fWyUVKIcadp 

https://openreview.net/forum?id=IFXTZERXdM7&noteId=fWyUVKIcadp
https://openreview.net/forum?id=IFXTZERXdM7&noteId=fWyUVKIcadp
https://openreview.net/forum?id=IFXTZERXdM7&noteId=fWyUVKIcadp
https://openreview.net/forum?id=IFXTZERXdM7&noteId=fWyUVKIcadp


Course Format & Grading
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• Participation (10%)
• Attendance: There are 28 lectures (including guest lectures, student lectures, 

and midterm/final project presentations) in total. You are required to attend 
at least 20 lectures.

• If it is your turn to give a presentation (i.e., your lecture and your 
midterm/final project presentation), you cannot be absent.

• Please refer to Student Rule 7 if you need to request exceptional absences.

• Introduce yourself!

https://student-rules.tamu.edu/rule07/


Course Format & Grading
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• Participation (10%)
• Pre-Lecture Questions: Read the papers to be introduced in each 

student/guest lecture and submit a question you come up with. 
• The deadline is one day before the lecture (e.g., For Thursday lectures, 

you need to submit the question by Wednesday 11:59PM).
• We will use Google Forms to collect pre-lecture questions.
• You are required to submit at least 5 pre-lecture questions (at most 1 per 

lecture) throughout the semester.
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• You only need to submit pre-lecture questions for student/guest lectures.

No need to submit

You can submit

You can submit

You can submit

You can submit



Course Format & Grading: Summary
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• Participation (10%)
• (Attending 20 lectures + Submitting 5 questions) × 0.4% = 10%

• Literature Review (10%)
• Paper Presentation (20%)

• Slides (5%) + Presentation Completeness (5%) + Presentation Clarity (5%) + 
Question and Answering (5%)

• Project (60%)
• Project Proposal (5%) + Midterm Presentation (5%) + Midterm Report (10%) 

+ Final Presentation (15%) + Final Report (25%)



Overview of Course Contents
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• Scientific Large Language Models
• Encoder-Only, Decoder-Only, Encoder-Decoder

• Fundamental Scientific NLP Tasks
• Citation Prediction, Literature Retrieval, Question Answering, Knowledge 

Extraction, Paper Classification
• Scientific Large Vision-Language Models

• Bioimaging, Geometry, Geography, …
• Scientific Language Models for Other Data Modalities

• Protein, DNA/RNA, Molecule, Academic Graph, Table, …
• Scientific NLP for Automating Research

• Idea Generation, Content Generation, Execution, Reviewing, …



Overview of Course Contents
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• Scientific Large Language Models
• Encoder-Only, Decoder-Only, Encoder-Decoder

• Fundamental Scientific NLP Tasks
• Citation Prediction, Literature Retrieval, Question Answering, Knowledge 

Extraction, Paper Classification
• Scientific Large Vision-Language Models

• Bioimaging, Geometry, Geography, …
• Scientific Language Models for Other Data Modalities

• Protein, DNA/RNA, Molecule, Academic Graph, Table, …
• Scientific NLP for Automating Research

• Idea Generation, Content Generation, Execution, Reviewing, …



The Transformer Architecture
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Transformer Encoder
(Understanding)

Transformer Decoder
(Generation)



Scientific LLMs: Encoder-Based
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BERT [NAACL 2019] SciBERT [ACL 2019] BioBERT [Bioinformatics 2020]

Scientific
Domain

Original Data Masked Data Language Model Original Data

No Human
Supervision 

Needed!

and



Scientific LLMs help literature retrieval.
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• Given a query (e.g., a scientific claim), how to find related papers from a large 
corpus?

Fact or Fiction: Verifying Scientific Claims. EMNLP 2020.

the query a candidate paper

cos(ℎquery, ℎpaper)



Scientific LLMs help paper classification.

23Metadata-Induced Contrastive Learning for Zero-Shot Multi-Label Text Classification. WWW 2022.

Relevant categories: Betacoronavirus, Cardiovascular Diseases, 
Comorbidity, Coronavirus Infections, Fibrin Fibrinogen Degradation 

Products, Mortality, Pandemics, Patient Isolation, Pneumonia, …

the paper a candidate class

cos(ℎpaper,ℎclass)



Scientific LLMs: Decoder-Based
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Original Data Token 1 Language Model Token 1 & 2 Language Model Token 1 - 3

…

• Suppose you have collected a 
large number of math questions 
and their answers, …

• What will happen if you train a 
decoder-based LLM using such 
data via next token prediction?



Scientific LLMs help question answering.

25Solving Quantitative Reasoning Problems with Language Models. NeurIPS 2022.

• The model will be capable of answering other math questions.



Scientific LLMs help knowledge extraction.

26ReactIE: Enhancing Chemical Reaction Extraction with Weak Supervision. ACL 2023.

Instruction: Extract the product, reactants, reaction 
type, catalyst, solvent, temperature, and yield from 

the following paper.



Overview of Course Contents

27

• Scientific Large Language Models
• Encoder-Only, Decoder-Only, Encoder-Decoder

• Fundamental Scientific NLP Tasks
• Citation Prediction, Literature Retrieval, Question Answering, Knowledge 

Extraction, Paper Classification
• Scientific Large Vision-Language Models

• Bioimaging, Geometry, Geography, …
• Scientific Language Models for Other Data Modalities

• Protein, DNA/RNA, Molecule, Academic Graph, Table, …
• Scientific NLP for Automating Research

• Idea Generation, Content Generation, Execution, Reviewing, …



Contrastive Language-Image Pre-training (CLIP)
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• Suppose you have collected 
a large number of (image, 
description) pairs, …

• How to build a model that 
jointly considers text and 
images?

• What can CLIP do?

• Image-to-text retrieval

• Text-to-image retrieval

• You can use the text 
encoder alone to 
perform text-only tasks.

Learning Transferable Visual Models From Natural Language Supervision. ICML 2021.



Scientific VLMs help image-based diagnosis.

29A Visual–Language Foundation Model for Pathology Image Analysis using Medical Twitter. Nature Medicine 2023.

• Train a CLIP model using biomedical images and their associated text



Scientific VLMs help image-based diagnosis.

30A Visual–Language Foundation Model for Pathology Image Analysis using Medical Twitter. Nature Medicine 2023.

• Perform image-based diagnosis by enumerating all possibilities with a text 
template.



Adding Images into a Decoder-Based Architecture – LLaVA 
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• Project images onto several vision tokens.
• Prepend vision tokens to text tokens for next token prediction.

Visual Instruction Tuning. NeurIPS 2023.



Scientific VLMs help geometric problem solving.

32G-LLaVA : Solving Geometric Problem with Multi-Modal Large Language Model. arXiv 2023.

G-LLaVA

As shown in the figure, AB is the 
diameter of the semicircle, angle ABC 
= 50.0, point D is the midpoint of arc 
AC, then angle DAB is ( ) degrees.

Connecting BD, as shown in the 
diagram. Because point D is the 
midpoint of segment AC, that is, CD 
equals AD. Therefore, angle ABD 
equals angle CBD. And angle ABC is 50 
degrees, so angle ABD is half of 50 
degrees, which is 25 degrees. Since AB 
is the diameter of the semicircle, angle 
ADB is 90 degrees. Therefore, angle 
DAB is 90 degrees minus 25 degrees, 
which is 65 degrees.



Overview of Course Contents
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• Scientific Large Language Models
• Encoder-Only, Decoder-Only, Encoder-Decoder

• Fundamental Scientific NLP Tasks
• Citation Prediction, Literature Retrieval, Question Answering, Knowledge 

Extraction, Paper Classification
• Scientific Large Vision-Language Models

• Bioimaging, Geometry, Geography, …
• Scientific Language Models for Other Data Modalities

• Protein, DNA/RNA, Molecule, Academic Graph, Table, …
• Scientific NLP for Automating Research

• Idea Generation, Content Generation, Execution, Reviewing, …



Extending Encoder Architecture to Other Modalities
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BERT [NAACL 2019] SciBERT [ACL 2019] BioBERT [Bioinformatics 2020]

Different
Domains
(But Still

Text)

OAG-BERT [KDD 2022] ChemBERTa [arXiv 2020]

Different
Modalities

DNABERT [Bioinformatics 2021]



Extending Decoder Architecture to Other Modalities
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• Linearizing scientific data → Next token prediction (→ Instruction Tuning → …)

K2 [WSDM 2024] TableLlama [NAACL 2024] CrystalLLM [ICLR 2024]G-LLaVA [arXiv 2023]



Extending CLIP Architecture to Other Modalities
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• Mapping text and relevant scientific data closer in the latent space

ProtST [ICML 2023]Text2Mol [EMNLP 2021]

MedCLIP [EMNLP 2022], UrbanCLIP [WWW 2024]



Other modalities enhance the trustworthiness of scientific LLMs.
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Design a protein that 
satisfies XXX property

Hallucinating!

Directly generating
the answer

Querying Augmenting
the input

MRLRKKWWARPEMEA
SPLCIV…

Molecule

Good Answer!

Reasoning

Academic Graph

Protein



Taking Academic Graph as an Example

38ChatGPT 3.5, queried on January 23, 2024

HIN2Vec was 
published in 
CIKM 2017.

HIN2Vec was 
written by 

Tao-yang Fu,
Wang-Chien Lee, 

and Zhen Lei.



Taking Academic Graph as an Example
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ChatGPT 4o, queried on January 7, 2025 Transformer was published 
in NeurIPS 2017.



LLMs with Academic Graphs

40Graph Chain-of-Thought: Augmenting Large Language Models by Reasoning on Graphs. ACL 2024 Findings.



Overview of Course Contents
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• Scientific Large Language Models
• Encoder-Only, Decoder-Only, Encoder-Decoder

• Fundamental Scientific NLP Tasks
• Citation Prediction, Literature Retrieval, Question Answering, Knowledge 

Extraction, Paper Classification
• Scientific Large Vision-Language Models

• Bioimaging, Geometry, Geography, …
• Scientific Language Models for Other Data Modalities

• Protein, DNA/RNA, Molecule, Academic Graph, Table, …
• Scientific NLP for Automating Research

• Idea Generation, Content Generation, Execution, Reviewing, …



LLMs for Idea Generation
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• AI ideas are judged as significantly more novel than human ideas.

Can LLMs Generate Novel Research Ideas? A Large-Scale Human Study with 100+ NLP Researchers. arXiv 2024.

+ RAG



LLMs for Idea Generation
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• Human ideas are judged as more feasible than AI ideas.

Can LLMs Generate Novel Research Ideas? A Large-Scale Human Study with 100+ NLP Researchers. arXiv 2024.



LLMs for Paper Writing
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• Estimated fraction of LLM-modified sentences in academic papers over time

Mapping the Increasing Use of LLMs in Scientific Papers. COLM 2024.



LLMs for Reviewing
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• Estimated fraction of LLM-modified sentences in paper reviews over time

Monitoring AI-Modified Content at Scale: A Case Study on the Impact of ChatGPT on AI Conference Peer Reviews. ICML 2024.



LLMs for Building Autonomous Research Agents
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• LLMs use tools to search the Web, plan the synthesis, and execute the synthesis.

• Output of the previous tool → LLM → Input of the next tool

Augmenting Large Language Models with Chemistry Tools. Nature Machine Intelligence 2024.



Thank You!
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Course Website: https://yuzhang-teaching.github.io/CSCE689-S25.html 

https://yuzhang-teaching.github.io/CSCE689-S25.html
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