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(d) Our UrbanCLIP Framework
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This region 1s featured by a park
surrounded by a mix of residential
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and commercial buildings, and 1s
bustling with activity, as numerous
cars are driving on the streets.

Source: UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with Contrastive Language-lmage Pretraining from the Web



ion Profiling

(d) Our UrbanCLIP Framework
(Spatial Modality + Textual Modality)
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Urban Region Profiling

(d) Our UrbanCLIP Framework
(Spatial Modality + Textual Modality)
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UrbanCLIP
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(a) Phase 1: Language-Image Pre-training : : (b) Phase 2: Urban Indicator Prediction :
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Figure 2: Overall framework of the proposed UrbanCLIP.

Encoder-Decoder
Architecture
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(Decoder-only)
Contrastive Loss between
Vision and Text Modalities
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between Image and Text
Representation with
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Source: UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with Contrastive Language-Ilmage Pretraining from the Web



UrbanCLIP .
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Figure 2: Overall framework of the proposed UrbanCLIP.

Figure 3: Text generation and refinement.

Source: UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with Contrastive Language-lmage Pretraining from the Web



UrbanCLIP

* Qross Modal Representation Learning from satellite

images and text descriptions

(a) Phase 1: Language-Image Pre-training : : (b) Phase 2: Urban Indicator Prediction :
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Figure 2: Overall framework of the proposed UrbanCLIP.

Modality Alignment Task

. Image —>Tr:M Text— Image
Lcon 'LC'G n "LC‘ on

exp (sim (E;GGI’ET)] exp (sim(eT,e;Mf))
= —log o — log

e (sm (e ef))  Zitexp s (€7, )

pool pool;

. . I Text Text— 1
where sim(-) is inner product; Loon> and Loon 8 are

image-to-text and text-to-image contrastive losses, repsectively.

s Patchify l Tokenize

pEmE e

The region contains ﬁ:-res,t

e

Linear Projection [ Linear Projection S

-5 b o) “‘-?é’ “-L@” 0) @) 000y

Ummuda] Image Encoder

Unimodal Text Encoder J‘ll

¥ b

0~0 Q 0 Q © 0 0 0-0
Pooler operation

Contrastive Loss
LCG TI

-

Source: UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with Contrastive Language-Ilmage Pretraining from the Web




UrbanCLIP I
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UrbanCLlI

 Urban Indicator Prediction

Pre-training Objective
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UrbanCLIP

» Multiple modality alighment and integration
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Figure 2: Overall framework of the proposed UrbanCLIP.
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UrbanCLIP

» Multiple modality alighment and integration

(a) Phase 1: Language-Image Pre-t o E(h} Pl 2: Urban Indicator Prediction

e Tt Generation - i : = " E

: E EXE)

3 '. LLaMA- e :: Populstion  GDP  Carbon

ﬁ&dapter V2 j —f 4 —t :

. Toxt R -Q)l—fg- o Unimodal Predict :
o . Image Encoder (MLP) |

The region contains for “?i (¢) Option 1: Additional Data Alig

| | L 0 A
-ar Projection g4} 1@ @ L

Figure 2: Overall framework of the proposed UrbanCLIP.
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Dataset & Metrics

« Satellite Imagery : Baidu Map API (256x256; 13 meters per pixel; 1 km?)
* Textual Description : Generated by LLaMA-Adapter V2
* Urban Indicator : Population [WorldPop], GDP [2], Carbon Emission [ODIAC]

 (Qties: Beijing, Shanghai, zuangzhou, and Shenzhen

Table 1: Dataset statistics. Metrics
Dataset Coverage #Satellite | #Location * Prediction peﬁormanoe: o
Bottom-left Top-right Image | Description « Coefficient of determination (R21),
Beijing 39.75°N, 116.03°E | 40.15°N, 116.79°E 4,592 20,642 « Rooted mean squared error (RMSE |),
Shanghai 30.98°N, 121.10°E | 31.51°N, 121.80°E 5,244 23,455 « Mean absolute error (MAE |)
Guangzhou | 22.94°N, 113.10°E | 23.40°N, 113.68°E 3.402 15,539
Shenzhen 22.45°N, 113.75°E | 22.84°N, 114.62°E 4,324 18,113

Source:

UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with Contrastive Language-Image Pretraining from the Web

1] WorldPop, open data for spatial demography. Scientific data 4, 1(2017), 1-4

2]Forecasting China’s GDP at the pixel level using nighttime lights time series and population images. GIScience & Remote Sensing
z4, 3 (2017)

3] The Open-source Data Inventory for Anthropogenic CO 2, version 2016 (ODIAC2016), The Earth System Science Data.




Table 2: Urban indicators prediction results in four datasets. The best results are in bold, and the second-best results are
underlined. The last row indicates the relative improvement in percentage.

Dataset Beijing Shanghai
Carbon Population GDP Carbon Population GDp
BB ORMSE MAE R RMSE MAE RY RMSE MAE| F* RMSE MAE  RY RMSE MAE R RMSE MAE
Autoencoder | 009 09% 0620 0094 0988 0712 0115 1603 0858 | 0019 0%8 0617 0101 097 0800 0077 1782 0900
PCA | 0124 0920 0598 0109 098 0700 0102 1e% 0882 | 0123 0952 058 0131 095 0802 0003 1702 0890
ResNet-18 | 0303 0599 0411 0202 0858 0680 0203 1280 0758 | 0451 0512 0460 0233 0852 0692 0217 1297 077
Tle2Vee | 0599 0512 0468 0204 0813 0635 0182 135 0792 | 0572 0462 0390 0249 0801 0620 0169 1380 0806
READ | 0280 0678 055 0301 0813 0632 0208 1281 0750 | 0309 0588 0527 0322 0801 0600 0229 12% 0.7

Model

Results

PG-SimCLR | 0.613 0489 0360 0362 0799 0599 0317 114 0688 | 0597 0442 035 0410 0790 0584 0319 1181 0725 ° UrbanCLIP cons'stently performed
UrbanCLIP | 0.662 0327 0302 0407 0788 0589 0319 1102 0684 | 0.652 0331 0300 0429 0778 0578 0320 1119 0702
[mprovement | 8.11% 33.20% 16.00% 1235% 139% 169% O73% L104% 0.62% | 928% 25.02% 1573% 459% 154% 106% 038% 528% 3.06% beSt
« Carbon > Population > GDP
Dataset Guangzhou Shenzhen
Vodel Carbon Population GDP Carbon Population GDP

R RMSE MAE  R* RMSE MAE R RMSE MAE | R RMSE MAE R® RMSE MAE R RMSE MAE
Autoencoder | 0068 0992 0736 0163 0991 0833 0122 1753 0887 [ 0099 0970 0704 0122 0989 0817 009 1901 0899
PCA | 0087 0989 0688 0179 0989 0812 013 169 862 | 0133 085 0677 013 0977 0810 0087 1902 089
ResNet18 | 038 0500 0513 0244 0883 0710 0215 1290 0791 | 0409 055 0505 0250 0880 0701 0165 1398 0844
TileVec | 0482 0499 0501 0269 0855 0683 0073 136 0799 | 0466 0501 04% 0289 0841 0649 0123 1500 0881
READ | 0353 0589 0589 0301 0829 063 0200 1269 0766 | 0378 0600 0551 0301 0811 031 018 1356 0823
PGSimCLR | 0503 0401 0401 0370 0823 0603 0309 1109 0702 | 0523 0412 0417 038 0791 0610 0290 1172 0741
UbanCLIP | 0.587 0390 0389 0388 0801 0.602 0309 1109 0700 | 0597 0373 0387 0391 0791 0602 0293 1153 0734
[mprmrement W61%  265%  3.02%  4.89%  200% 000% 010% 004% 037% | 1412%  958%  T27%  LA8%  0.04% 139% 086% 165% 0.96%




. #272 in Beijing Related Text: The satellite image of an urban area with a
prominent roadway, adjacent green areas, and a large complex,
possibly a residential space.
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Take Aways

Unidirectional
Language Modeling

- Time Efficient
- Converts both
Contrastive and
Generative training in a
single forward pass

Bidirectional: Vision-
Language Learning [1]

____________________________________________________________________________ @ [CLSs)

' embedding

multimodal | [y momentum
encoder | update

1 momentum
¥ ' ) N
6 ! distillation

_______

Feed forward
Self Attention

Feed forwar d ; ; Model
Image-Text Self Attention i

Contrastive Loss

image input text input

Supports flexible
infusion of multiple
modalities

- Plug and play integration

el = LayerNorm (Eg + M-MSA (E};)) ,

0 o O‘ A
UnimodalJ — w

Contrastive

Encoders

3)

Decoder Only
Architecture for
encoding Text

- Normally, BERT-style
models with encoder
only architectures are

used
- Traditional bidirectional
attention may encounter
low-rank issues
- Limited Generative
Capabilities

' Momentum |

LIMITATIONS
Completely depends on Vision-Language Modelfortext description for satellite images
Needs frequent updates to pre-trained modelto use in real-life applications
Text refinement technique is : rule - based. Rules were not shared and it may induce

subjectivity and selective bias.

Source: [1]Align before Fuse: Vision and Language Representation Learning with Momentum Distillation




Agenda

* UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with
Contrastive Language-Image Pretraining from the Web

e BIOCLIP: A Vision Foundation Model for the Tree of Life

* MMMU: A Massive Multi-discipline Multimodal Understanding and
Reasoning Benchmark for Expert AGI



(B) Orders of Insecta
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TSNE- Visualization of image features, colored by taxonomic labels

Source.: BIOCLIP: A Vision Foundation Model for the Tree of Life




Evolutionary Biology

General Tasks

Species classification

Individual identification

Trait detection

Understanding mechanisms of
adaptation

Abundance and population structure
estimation

Biodiversity monitoring and
conservation

Challenges / Motivation

Biologists need significant ML expertise to
label data and train models .

Existing biological datasets lack the necessary
scale, diversity, or fine-grained taxonomic
labels to train effective models.

Current general vision models (like CLIP and
OpenCLIP) fail to provide fine-grained
distinctions needed for biological research
Need for Generalization — A useful model must
extend beyond the taxa it was trained on to
cover the entire tree of life effectively.

Source. BIOCLIP: A Vision Foundation Model for the Tree of Life



BioCLIP: Vision Foundation
Model for Tree of Life

Challenges / Motivation

Biologists need significant ML expertise to Objective of BioCLIP

label data and train models . * Generalize to taxa not seen during
Existing biological datasets lack the necessary training.

scale, diversity, or fine-grained taxonomic * Learn fine-grained representations
labels to train effective models. of biological images.

Current general vision models (like CLIP and * Perform well in low-data regimes
OpenCLIP) fail to provide fine-grained (zero-shot or few-shot learning).

distinctions needed for biological research
Need for Generalization — A useful model must
extend beyond the taxa it was trained on to
cover the entire tree of life effectively.

Source. BIOCLIP: A Vision Foundation Model for the Tree of Life



BioCLIP: Overview

Objective of BioCLIP Contributions
« Generalize to taxa not seen during * TREEOFLIFE-10OM Dataset;
training. 454k Taxa; ML-ready
* Learn fine-grained representations * BIOCLIP Model; Contrastive
of biological images. loss + taxonomic hierarchy
* Perform well in low-data regimes * Comprehensive
(zero-shot or few-shot learning). Benchmarking; classification,

rare species classification
* BIoCLIP learns hierarchical
representation

Source. BIOCLIP: A Vision Foundation Model for the Tree of Life



BioCLIP: TreeOfLife 10M
dataset

, , Data Source + Curation
o Diversity Gap , * iNat21 (training split)
» Existing largest ML-ready Biology . Encyclopedia of Life (EOL) — 6.6M
Dataset: iNat21[1]; 2.7M images — 10k

Images, adding 440K taxa

, « 1M+ [insect species]
e |UCN [2] report (2022): 2M Species . 10K+ [birds species]

{Bird & Reptile having 10K species . 10K+ [reptiles species]

each} . BIOSCAN-1M [3]: M lab images of
iInsects from 494 families
e Taxonomic inconsistencies across

sources addressed by unifying labels
using ITIS [4], EOL[2], and iNaturalist [5].

Species

Source. BIOCLIP: A Vision Foundation Model for the Tree of Life. [1] Building a bird recognition app and large scale dataset with citizen scientists: The fine print in fine-grained dataset collection. In CVPR (2015) [2] International Union for
Conservation of Nature [3] A step towards worldwide biodiversity assessment: The BIOSCAN-IM insect dataset. [NerulPS 2024] [4] Integrated Taxonomic Information System [5] The iNaturalist species classification and

detection dataset. (CVPR 2018)



BioCl
dataset

Dataset Description Images Unique Classes
iNat21 Citizen scientist labeled image dataset from iNaturalist for fine-grained classification.  2.7M 10,000
BI0SCAN-IM Expert labeled image dataset of insects for classification. 1.1IM 7,831
EOL A new dataset with citizen scientist images sourced from Encyclopedia of Life and 6.6M 448,910

taxonomic labels standardized by us.

TREEOFLIFE-10M Largest-to-date ML-ready dataset of biology images with taxonomic labels. 104M 454,103

Table 1. Training data sources used in TREEOFLIFE-10M. We integrate and canonicalize taxonomic labels across the sources (§2.2).

* 10+ million images, 454K+ unique
taxonomic names.

 Phyla[1] Coverage: Includes insects,
birds, reptiles, fungi, plants, and other
taxa (visualized in treemap = ).

IP: TreeOfLife 10M

Arthropoda Tracheophyta Chordata
Magnoliopsida
Asterales Lamiales ="
Asteraceae o
Fabales Popaleg Ericales M= : Actinoptarygil
— C=EaE:
D I Amphiaia
Al pal gl s
Hemiptera == -
oooge” -
SHne Rosales — -
8 | Odonata L - o
— - . L
ap ; Palppedipmy P
Arachnida MacaGracE : |J|Iﬂ|:'.'EIIE|E

Figure 2. Treemap of the 108 phyla in TREEOFLIFE-10M. Dif-
ferent colors are different phyla; nested boxes represent classes,
orders, and families. Box size, not number of inner boxes, repre-
sents relative number of samples.

Source. BIOCLIP: A Vision Foundation Model for the Tree of Life

[1] Major group of animals or plants that share fundamental characteristics



BioCLIP: Modeling

() Tuxonomic Labels

* Trains 2 Unimodal embeddings models

Kingdom  Phylum Clags Order Famly — (Genus  Species

[ (Vision | Text) Encoders |

Plantae || Tracheophyta | Polpodiopsida ” Polypodiales | Onocleacaae || Onoclea || sensibilis

(c) Contrastive Objective

T

1

¢ ObjeCtiveS Plantae || Tracheophyta | Polpodiopsida ” Polypodiales (| Onocleaceae || Onoclea || hintonil
 Maximize feature similarity of
(Image, Text)* pairs  Planae ) Tacheophyta | Popodopsica, Popodiles| Onoceacea | Onodea {imni
* Minimize feature similarity of IR Sy —
(Image, Text) pairs”

(b) Autoregressive Representations

J 1

Tn

11

1] ..

11T

Image Festure=

Ir Tl

o | T

(d) Onoclea sensibilis (e) (Jnml'f ed hintomii

Figure 1. (a) Two taxa, or taxonomic labels, for two different plants, Onoclea sensibilis (d) and Onoclea hintonit (). These taxa are
Identical except for the species. (b) The autoregressive text encoder naturally encodes the huerarchical structure of the taxonomy. See
how the Order token(s) (Polypodiales) can incorporate information from the Kingdom, Phylum and Class tokens, but nothing later in the
herarchy. This helps algn the visual representations to this same hierarchical structure (see §2.6). (c) These hierarchical representations
of taxonomic labels are fed nto the standard contrastive pre-training objective and are matched with mage representations (d) and ().

How to make taxonomic structure?

Source. BIOCLIP: A Vision Foundation Model for the Tree of Life
*(+) means pairs are from training data, ( - ) means pairs are from all other possible pairs in a batch.




BioCLIP: Modeling

Training Strategy

Text Type Example
. L. Common black-billed magpie
 Mixed teXt_type tra|n|ng Strategy Scientific Pica hudsonia
, Animalia Chordata Aves Passeriformes
Taxonomic

Corvidae Pica hudsonia

i C e Pica hudsonia with common name
{ Samp|e1l Samp|92, e g Samp|e batCh—S'Ze} Random Scientific + Common ‘ e _
black-billed magpie
‘ Sample Animalia Chordata Aves Passeriformes

Taxonomic + Common Corvidae Pica hudsonia with common
name black-billed magpie

Text

Table 3. Text types considered 1n the training of BIOCLIP.

Description

. ) * Taxonomic: seven-level biology taxonomy
A photo of a <Text Type>. « Scientific name: genus and species
 Common name: Regular English Word

Source. BIOCLIP: A Vision Foundation Model for the Tree of Life



BioCLIP:Training Strategy

Pre- Image Encoder: ViT-B/16 [+ OpenAl
CLIP weights]

training
: Text Encoder: 77-token Causal
BioCLIP autoregressive transformer

Data: TREEOFLIFE-10M

Epochs: 100; Batch size: 32768
samples

Hardware: 8x — NVIDIA A100-80GB
GPU

Zero-Shot Learning
Same settings as CLIP

Few-shot Learning
Randomly sample k examples for each
class
Obtain k image embeddings from pre-
trained models
Centroid of each class: Average Feature
Vector of K embeddings
Apply mean subtraction + L2
normalization to (centroid | test feature
vector)
Choose Class with nearest centroid to
test vector

Source. BIOCLIP: A Vision Foundation Model for the Tree of Life




BioCLIP: Evaluation Dataset

Name Description Examples Classes  Labels
. Birds 525 Scraped dataset of bird images from web search. [65] 82O, 885 025 Taxonomic
E Plankton Expert-labeled in situ images ol plankton [35]. 4,000 102 Mixed
_ﬂE: [nsects Expert and volunteer-labeled in-the-wild citizen science images of insects [ /4]. 4,680 117 Scientific
Insects 2 Mixed common and scientific name classification lor insect pests [91]. 4,080 102 Mixed
; PlantNet Citizen science species-labeled plant images, some drawings [27]. 1,000 25 Scientific
T Fungi Expert-labeled images of Danish fungi [66]. L0000 25 Scientific
"‘E PlantVillage  Museum-style leafl specimens labeled with common names [25]. 1.52() 35 Common
E Medicinal Leal Species classification of leaves from mature, healthy medicinal plants [71]. L0400 26 Scientific
. PlantDoc 17 diseases for 13 plant species [/6]. 1.0=50 27 Common
RARE SPECIES Sub_xel {I:I' :spf:{;ielx in. ll'.lE-IUC.I\. l_ilr:‘d List categories: Near Threatened through 12,000 100 Taxonomic
Extinct in the Wild (ucnredlist.org).
Table 2. Datasets used for evaluation. All tasks are classification evaluated with Top-1 accuracy.

Source. BIOCLIP: A Vision Foundation Model for the Tree of Life



Animals Plants & Fungi

o = E =
P = = = = ¥ = o
o 2 g &z 0z g = 2 &8 @&
Model m = | LS| =» i = = = e Mean ()
Zero-Shot Classification
CLIP 49.9 3.2 9.1 9.8 D85 10.2 H.4 15.9 26.1 318 21.9 -
OpenCLIP 54.7 2.2 6.5 9.6 50.2 5.7 8.0 12.4 25.8 29.8 20.4 —-1.5
BioCLIP T2.1 6.1 34.8 204 914 40.7 244 38.6 28.4 38.0 394 +175

—iNat21 Only 56.1 2.6 30.7 11.5 88.2 43.0 184 25.6 20.5 21.3 AL.7 +9.8

One-Shot Classification

CLIP 43.7 25.1 21.6 13.7 421 17.2 49.7 70.1 24.8 28.5 33.6 -
OpenCLIP 53.7 32.3 23.2 14.3 451 18.4 a3.6 71.2 26.8 20.2 6.7 +3.1
Supervised-IN2ZIK  60.2 22.9 14.7 14.4 46.7 16.9  62.3 58.6 27.7 28.0 30.2 +1.6
DINO 40,5 37.0 23,5 16.4 0.7 20.0 60.0 79.2 23.7 31.0 a6.2 +2.6
BioCLIP 71.8 J0.6  5H7.4 204 645 403 588 843 30.7 449 503 +16.7

—1Nat21 Only 74.8  29.6 53.9 19.7  67.4  35.5 25,2 5.1 27.8 369 475 +13.9

Five-Shor Classification

CLIP 73.5 41.2 39.9 24.6  65.2 27.9 71.8 89.7 35.2 46.0 ol.5 -
OpenCLIP 51.9 02.5 42.6 25.0  68.0 0.6 T7.8 91.3 42.0 47.4 25.9 +4.4
Supervised-INZIK  53.9 39.2 32.0 25.4 70.9 3009 824 823 44.7 47.3 53.9 +2.4
DINO 7.8 56.9 46.3 28.6 5.3 34.1 82,1 94.9 40.3 al).1 25,4 +3.9
BioCLIP 90.0 493 T7.8 33.6 856 62.3 809 959 47.5 65T 688 +17.3

—iNat21 Only 90.1 48.2 73.7 321 847 556  TT.2 93.5 41.0 556 651  +13.6

Table 4. Zero-, one- and five-shot classification top-1 accuracy for different models. Bold indicates best accuracy. All models use the
same ViT-B/16 architecture. “iNat21 Only” follows the same procedure as BIOCLIP but uses iNat21 instead of TREEOFLIFE-10M. A
denotes the difference in mean accuracy with CLIP. Supervised-IN21K [75] and DINO [15] are vision-only models and cannot do zero-shot
classification.

Results

BIOCLIP's strong zero-shot

performance on the diverse tasks
and classes in TREEOFLIFE-10M.



Scientific

Taxonomic

Scientific + Common

Taxonomic + Common

Dataset Tramn,Test— Com Sca Tax Sci+Com Tax+Com
Com 9.0 108 223 21.0
Sci 11.0 4.5 21.5 8.0
Tax 11.5 10.1 16.0 24.8

ToL-IM Sci+Com 24.5 12,9 12.6 24.9

Tax+Com 20.5 =0 19.7 24.0
Mixture 26.1 24.9 26.7 29.5 30.9

iNat21-2.7M Mixture 204 147 156 209 21.3
ToL-10M Mixture 31.6 30.1 34.1  37.0 38.0

Table 5. Zero-shot accuracy on species not seen during training
(RARE SPECIES task). Different rows and columns indicate dif-
ferent text types during training and test time, respectively. Blue

indicates best accuracy and indicates second-best. Using
the taxonomic name over the scientific name always improves ac-
curacy ( — and - ). The final rows use the full

iNat21 dataset and TREEOFLIFE-10M for reference.

Results

Using mixed text types for training
vields consistently strong
performance across all text types
during testing.



Ohbjective Mean 1-Shot  Mean 5-shot
Cross-entropy 16.5 26.2
Hier. cross-entropy 19.3 0.5
CLIP 44.T 63.8

Table 6. One- and five-shot classification top-1 accuracy for dif-
ferent pre-training objectives on TREEOFLIFE-1M. Results are
macro-averaged over all the test sets in Tab. 4.

Results

CLIP objective massively
outperforms both baselines

* Objectives
* Maximize feature similarity of
(Image, Text)* pairs’
* Minimize feature similarity of
(Image, Text) pairs”

Source. BIOCLIP: A Vision Foundation Model for the Tree of Life

*(+) means pairs are from training data, ( - ) means pairs are from all other possible pairs in a batch.




Animals Plants & Fungi
Wy -y o E "'a' b E
1 = | —_ w =
£ gz oz oz o |2 Z1&| 2
= g g 2 E 2 g & z 2
Model @ - = C o = = = A =2 Mean (A)
Lero-Shot Classification
CLIP 49.9 3.2 9.1 9.8 58.5 10.2 5.4 15.9 26.1 31.8 21.9 -
OpenCLIP 54.7 2.2 6.5 9.6 0.2 5.7 8.0 12.4 25.8 29.8 2004 —-1.5
BioCLIP 72.1 6.1 34.8 20.4 91.4 40.7 ||24.4] 38.6 |28.4 | 38.0 394 +17.5
—1Nat2] Only 5.1 2.6 0.7 11.5 88.2 43.0 |184 25.6 20.5 21.3 al.7 +9.5
One-Shot Classification
CLIP 43.7 25.1 1.6 13.7 421 17.2 49.7 70.1 24.8 28.5 33.6 -
OpenCLIP 53.7 32.3 14.3  45.1 18.4 24.06 71.2 26.8 29.2 a6.7 +3.1
Supervised-IN2IK  60.2 229 14.4 46.7 16.9 |62.31 58.6 27.7 28.0 35.2 +1.6
DINO 4005 37.0 235 16.4 0.7 20,0 60).0 79.2 | 23.7 31.0 a6.2 +2.6
BioCLIP 71.8 30.6 4 204 645 40.3 |] 58.8] 84.3 430.7] 44.9 50.3 +16.7
—iNat21 Only 4.8 296 53.9 19.7  67.4 355 55.2 5.1 27.8 36.9 47.5 +13.9
Five-Shor Classification
CLIP 73.5 41.2 39.9 24.6 652 27.9 T71.8 807 35.2 46.0 51.5 -
OpenCLIP 51.9 52.5 42.6 25.0  68.0 0.6 T7.8 91.3 42.0 7.4 55.9 +4.4
Supervised-IN21K  83.9 39.2 32.0 25.4 70.9 30,9  |82.4] 823 44.7 17.3 03.9 +2.4
DINO 70.8  56.9  46.3 28.6 50.3 34.1 82.1 94.9 40.3 a1 054 +3.9
BioCLIP 90.0 493 T7T.8  33.6 85.6 62.3 |50.9] 959 |47.5 5.7 68,8 +17.3
—iNat21 Only 90.1 482 73.7 32.1 84.7 55.6 77.2 93.5 41.0 55.6 65.1  +13.6

Results

* Can BIOCLIP Classify More Than

Species?

« Task: plant diagnosis with the
PlantVillage and PlantDoc (has
diseased plant image)

* BIOCLIP has learned useful visual
representations that are useful
even with only one labeled
example

Source. BIOCLIP: A Vision Foundation Model for the Tree of Life



(B) Phyla of Animalia

(B) Classes of Arthropoda

(B) Orders of Insecta
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Figure 3. T-SNE visualization of image features, colored by taxonomic labels. BIOCLIP (B) 1s visualized in the first and third row and
OpenAl's CLIP (O) 1s visualized in the second and fourth rows. BIOCLIP’s features better preserve the hierarchical structure: while both
B1oCLIP and CLIP cleanly separate the phyla in the Animalia Kingdom (top left), only BIOCLIP successfully separates the orders in the

Insecta Class (top right) and the families in the Lepidoptera Order (bottom left).

Results

Does BIOCLIP Learn the
Hierarchy?

« Task: plant diagnosis with the

PlantVillage and PlantDoc (has
diseased plant image)

BIOCLIP has learned useful visual
representations that are useful
even with only one labeled
example

Source. BIOCLIP: A Vision Foundation Model for the Tree of Life.



Take Aways

BioCLIP can achieve
superior zero -shot
generalization

Mix - Type training
strategy can enhance
classification task

el = LayerNorm (Eg + M-MSA (E};)) ,

General Tasks

* Species classification

» Individual identification

» Trait detection

* Understanding mechanisms of
adaptation

* Abundance and population structure
estimation

» Biodiversity monitoring and
conservation

Sam

%

Training Strategy

+ Mixed text-type training strategy

ple!, Sample? ..., Sample bateh.size

Randorﬁ

| Text
mage Description

"‘ A photo of a <Text Type>.” |

Table 3. Text types considered in the training of BiloCLIP.

+ Taxonomic: seven-level biology taxonomy
« Scientific name: genus and species
+ Common name: Regular English Word

3)

One- shot Learning
was enough to
achieve Task
transferability of
BioCLIP

- Classifier trained model
could detect plant disease

LIMITATIONS

Computational Constraints (mix type analysis used only 10% subset of TreeOfLife-10M

dataset)

Domain Specificity: Applicability to broader tasks remains unknown

Source. BIOCLIP: A Vision Foundation Model for the Tree of Life.




Agenda

* UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with
Contrastive Language-Image Pretraining from the Web

e BIOCLIP: A Vision Foundation Model for the Tree of Life

* MMMU: A Massive Multi-discipline Multimodal Understanding and
Reasoning Benchmark for Expert AGI



Artificial General Intelligence
(AGI)

Al system that reaches “at least 90th percentile ' 10W to create benchmarks for measuring
of skilled Expert AGI?

adults” [1]

* College Level Exams > MMLU [2], AGIEval [3]
;only text-based

* Existing Multimodal Benchmarks (ScienceQA
[4]) focus on commonsense/daily knowledge,
not expert-level knowledge— reasoning

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI
[1] Operationalizing progress on the path to agi. Arxiv [2023]

[2] Measuring massive multitask language understanding. ICLR [2020]

[3] Agieval: A human-centric benchmark for evaluating foundation models. NAACL [2023]

[4] Learn to explain: Multimodal reasoning via thought chains for science question answering. ANIPS [2022]



MMMU: A Massive erstanding

and Reasoning Benchmark for Expert AGI

« Designed For: College Level (multi-discipline) (multimodal understanding) and
(reasoning)
* Problem Source: Exams, Quizzes, Text books
« 6 Common discipline: Art & Design, Business, Science, Health & Medicine, Humanities
& Social Science, and Tech & Engineering.
 Covers:
* 11.5K multimodal questions € 30 diverse subjects 183 subfields.
* Expert level reasoning : applying “Fourier Transform” or “Equi-
* librium Theory” to derive the solution

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI



MMMU: A Massive Multi - discipline Multimodal Understanding

"

9

and Reasoning Benchmark for Expert AGI

Art & Design Business Science
Question: Among the following harmonic intervals, | Question: ...The graph shown is compiled from data Question: <image 1> The region bounded by the
which one is constructed incorrectly? collected by Gallup <image 1>. Find the probability | graph as shown above. Choose an integral
Options: :é— I that the selected Emotional Health Index Score is expression that can be used to find the area of R.
) B between 805 and 827 Hw Options: : Pt <o
(A) Major third <image 1> — ey ——— 15 _ /\T o3k
" - , = Options: (A) Jo " 1F(x) = g(x)]dx |
(B) Diminished fifth <image 2> o By [° d |
(C) Minor seventh <image 3> = (A)0 (B} 04142 { jfﬂz o) = Joldx ‘ ="
ST e > (C)03571  (D)05 (©) fy 1 () - g(0)]dx \/
(D) Diminis sixth <image i o 1 Errrrre | (D) fffg (x) — x(x)]dx
Subject: Music; Subfield: Music; Subject: Marketing; Subfield: Market Subject: Math; Subfield: Calculus;
Image Type: Sheet Music; Research; Image Type: Plots and Charts; Image Type: Mathematical Notations;
Difficulty: Medium Difficulty: Medium Difficulty: Easy
Health & Medicine Humanities & Social Science Tech & Engineering

Question: You are shown subtraction <image 1>, Question: In the political - Question: Find the VCE for the circuit shown in
T2 weighted <image 2> and T1 weighted axial cartoon, the United States is <fmage 1>. Neglect VBE
«:Efnngc* 3= from a 5::_re~Er_1ing breast MEL. What is the | seen as fulfilling x-l.rhi::h of the Answer: 375
etiology of the finding in the left breast? following roles? <image 1> A ?
Options Option: Explanation: ...[E = [(VEE) /

rons: A A _— (RE)] =[(5V) / (4 k-ohm)] =
(A) Susceptibility artifact - (A) Oppressor 1.25 mA; VCE = VCC - [ERL =
(B) Hematoma (B) Imperialist o 10V - (1.25 mA) 5 k-ochm;
(C) Fat necrosis (D) Silicone granuloma (C) Savior (D) Isolationist VCE=10V-625V=375V
Subject: Clinical Medicine; Subfield: Clinical | Subject: History; Subfield: Modern Subiject: Electronics; Subfield: Analog
Radiology; Image Type: Body Scans: MRI, CT.; | History; Image Type: Comics and Cartoons; electronics; Image Type: Diagrams;
Difficulty: Hard Difficulty: Easy Difficulty: Hard

Figure 2. Sampled MMMU examples from each discipline. The questions and images need expert-level knowledge to understand and reason.

Source: MMMU: A Massive Multi-disc nderstanding and Reasoning Benchmark for Expert AGI



MMMU: A Massive Multi - discipline Multi standing

A. Subject Distribution

Health & Medicine {17%0) Tech & ineeri 26910

. Art & Design (11%) Science [23%)

+ Art (266, 2.300) ’@ 4+ Biology (380, 3.304) % Basic Med. Sci. (361, 3.100) S0 | 4 Agriculture (422, 2.804)

Drvatwing, Fainting, Fhotography... * | Fhysiology, Genstics Microbiology, ﬁ Anatomy, Newrosciences... Plan: Pathology, Animal Nugrition,

4 Design (204, 1.800) Evolusion, Cell Biclogy, 4 Clinical Med. (360, 3.1200) ta Advanced Animal Gengtics

Design History, Graphic Design... {i} Bozamy, Ecology. .. Cireulatory, Dental, Raspiraiory... 4 Architecture Eng.(586, 5.100)

4 Music (369, 3.204) . - CI'IEI'.'I!Li.EtI."_IT (638, 5.50) ijDrETLEME [19-": 1-“&:] E:.IE...I..%CI' Swﬂg and wuﬁ Str_“l:.n_'fﬂi h

4 Art Theory (464, 4.000) Jap Inorganic Chemistry, Organic - & “‘:"m"m"’iﬁ Engineering, Civil Enginssring...

Art History, Art Criticism. Chemissry, Physical Pharmacy (465, 4.0%) 4 Computer Sci. (406, 3.5%)
Chemistry, Inorganic Chemistry. .. Medicinal Chemisiry, Biochemistry Data Structure and Algorizhm,

Business (14%)
- % Geography (600, 5.204)
% Accounting (415, 3.681) Geotechmical Engineering, Human

<= Public Health (544, 4.7%) ﬁ Computer Network, Databases. ..,
Eptdeminlogy, Biostatistics. . 4 Electronics (291, 2.500)

Firgnoial Accounting, Investment. . Geography, Physical Geography. .. Humanities & Social Sci. (9% Electrical Cirewdt, Signal Processing, ETE:E
¥ Economies (302, 2.631) % Math (540, 4.7%) + History (313, 2.7186) s e Ean R
Macroeconarics, Economstrics... Calewlus, Probability and Statistics, World History, Modern History... % Energy Power (167, 1.0%) @
4 Finance (390, 3.4%9) Lingar Algebra, Geomstry, Logic, EE 4 Literature (147, 1.27%) Fldd Mechamics, Heat Transfer....

@ 2 B

B R

Financial Marksting, Corporate Fin.. FProbability and Statistics. . Fostry, Fiction, Children’s Literature . 4 Materials (493, 4.334)

4% Manage (250, 2.409) 4 Physics (443, 3.504) 4 Psychology (340, 2.94%) Moeckasics Materials, Matsrigls Sei_
Managgement Models, Cost Mangge... Classical Machanics, Opsics, ~==== | Social Psychology, Personality Pey... 4 Mechanical Eng. (464, 4.0%0) 8
% Marketing (216, 1.9%4) Elsctromagnetism, Nuclear Fhysics, + | & Sociology (287, 2.4800) @ Mschanical Design, Fltdd Dynamics, h
Markst Research Stasistical Machanics.._ Sociglogy Theary, Politics... Fluid Dynamics, Control Systems_..

Figure 7. MMMU contains | 1.5K multimodal questions covering six broad disciplines, 30 subjects, and 183 subfields.

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI



MMMU: A Massive Multi - discipline Multimodal Understanding

and Reasoning Benchmark for Expert AGI

— , Quration + Quality Control
Statistics Number . . . . .
» Subjects like law and linguistics were excluded due

rotal Questions 11539 to the lack of multimodal content
Total Disciplines/Subjects/Subfields 6/30/183 50 . . g d ) "
Image Types 30 . university stuaents and co-authors:
Dev:Validation: Test 150:900: 10500 * sourced fromf textbooks, online resources, and,
Difficulties (Easy: Medium: Hard) 28%:45%:27% custom creation
Multiple-choice Questions 10861 (94.03%) « Mitigation strategy for potential data contamination:
Open Questions 689 (5.97%) « Avoid readily available answers
Questions with an Explanation 2035 (17.62%) « Compliance with copyright and licensing
Image in the Question 11264 (97.52%) regulations.

* Images at the beginning 2006 (17.81%) * Followed a standardized protocol to maintain

* Images in the middle 4159 (36.92%) consistency.

* Images at the end 5679 (50.42%) . lity Control:
Image in Options 389 (3.37%) Quali Y - ontrol. ]
Example with Multiple Images 854 (7.39%) * Duplicate Detection
Average question length 59.33 * F(.)njnat and TypO .Che.Cklng
Average option length 9.17 * DIffICUlty Categorlzatlon
Average explanation length 107.92

Table 1. Key statistics of the MMMU benchmark.

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGl



MMMU: A Massive Multi - discipline Multimodal Understanding

and Reasoning Benchmark for Expert AGI : EVALUATION

Baselines

e Large Mulitmodal Models (LMMs)
* Text-only LLMs
* Human Experts
* 90 College Senior Students
« 30 Subjects, 900 validation questions (3 student/subject)
* Allowed to consult books but NO INTERNET
* Metrics: micro-averaged accuracy; rule-based evaluation pipeline

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGl



Validation Test Art & . - Health & Human. & Tech &
Business  Science

Owverall Owerall  Design Medicine  Social Sci. Eng.
ELLY) CIOA00Y  (1.163)  (1.42E) (2.426) (1,752} i447) (2.784)
Expernt (Worst) T6.2 - - - - - - -
I-"u'l\r\-ﬂ A edinm K16 - - - - - - -
Expen (Best) BE.O - - - - - - -

Large Multimodal Models (LMMs): Text + Image as Input

OpenFlamingo2-95 [4] 28.7 26.3 317 235 26.3 26.3 279 25.1
Kosmos2 |63] 244 26.6 288 23.7 2606 272 26.3 268
Adept Fuyu-8B [6] 279 274 949 27.0 23.6 270 325 26.4
MiniGPT4-Vicuna-138 [Y4] 26.8 27.6 30.2 2710 26.2 269 309 27.2
LLaMA-Adapter2-TB [5E] 208 277 3572 254 25.6 300 291 257
CogVLM [77] 32.1 3001 38.0 23.6 25.1 31.2 41.5 28.9
(rwven-YL-TB-Chat [5] 3509 izo 477 208 25.6 336 453 32
InstructBLIP-T5-XXL | 1 5] 35.7 EER. 4585 36 27.6 336 49 8 264
BLIP-2 FLAN-T5-XXL [35] 354 34.0 497 8.6 27.3 337 51.5 304
InternLM-XComposer2-VL* [17] 4310 35.2 568 328 3] 398 6.7 Jl&
Yi-YL-34B* |B4] 459 41.6 56.1 333 329 4549 6.5 360
LLaVA-1.6-34B8% |46] 311 44.7 58.6 39 360 312 J0.2 36.3
InternV L-Chat-%1.2*% [11] 3l.6 4.2 615 376 37.9 497 701 40.8
VILALS |34 51.9 46.9 621 406 7 5.7 74.0 395
Owen-YL-MAX™ |63] 3l4 4.8 64,2 30E 363 525 T4 407
SenseChat-Vision-{423-Preview™ [65] 346 50,3 627 441 423 557 74.7 435
GPT-4% (ision) (Playground) |60] 5608 55.7 653 643 48.4 635 76.3 41.7
Claude 3 Opus* [72] 594 - - - - - - -

Cemini 1.5 Pro™ 23] 612 - - - - - - -

GPT-40®* [6]] 69.1 - - - - - - -

Large Language Models (LLMs): Only Text as Input

Llama2 7B |75] 301 287 303 7.2 267 A 326 2498
FLAN-T3-XXL [14] G| 1.2 K1 289 267 328 445 283
+ OCR 47 3. 362 2H.8 262 326 sl.5 29.7
+ LLaVaA Caption 348 3. 384 278 2740 332 4949 287
Vicuna-13B [12] 333 310 35.1 30.1 247 il4 448 301
+ OCR 354 ily Il 8.6 26.5 320 493 300
+ LLaVA Caption i3ne 29 42.0 2608 262 334 49.4 314
G T-4 Text |54 348 REN.] 32u 8.5 6 41.3 330 2h4

Table 2. Selected results of different models on the MMMU validation and test set. Besides reporting the performance of LMMs, we
additionally add text-only LLM baselines. The best-performing model in each category i1s in-bold, and the second best is underlined. *:
results provided by the authors. Due to the page limit, we show other models’ results in Appendix Table 4. The live-updating leaderboard

is available at: https://mmmu-benchmark.github.io/#leaderboard

Results

IntermnVEL-Chat-% 1 .2# [ [] 5l6 46.2 62.5 376 7.9 49.7 Tl 40.8
VILALS* [30] 59 46.9 62l 4.6 T 51.7 74.0 305
Gemim Nano2® [ 2] 326 - - - - - - -
Marco-VL* 412 40.4 56.5 30 310 469 66,5 KRR
Reka Edge* [62] 42 8 - - - - - - -
Qwen-VL-PLUS* [64] 452 40.8 599 345 128 437 655 329
Marco-¥L-Plus* 46.2 44.3 574 M7 385 487 722 36.7
Germna 10O Pro* [22 479 - - - - - - -
Adept Fuyu-Heavy* [19] 433 - - - - - - -
Claude 3 Haiku® [72] 50.2 - - - - - - -
Eeka Flash* [62] 533 - - - - - - -
Skywork-WL* [31] 514 46.2 G4 306 366 A08 716 40.2
Orwen-VE-MAX* [65] 514 46.8 64.2 0B a3 525 T0.4 40.7
HPT Pro* [25] 520 - - - - - - -
Claude 3 Sonnet® [72] 531 - - - - - - -
SenseChat-Yision-042 3-Preview® [65] hE X 503 627 1 423 557 747 43.5
Gemind 1.5 Flash® [23] 36.1 - - - - - - -
Reka Core* [62] 56.3 - - - - - - -
GPT-4V{isiom) (Play ground) [60] 56.8 55.7 653 4.3 48.4 635 T63 41.7
Claude 3 Opus® [72] 504 - - - - - -
Germna 1O Uliea® [22] 394 . - - - - - -
Gemni 1.5 Pro* [23] 62,2 - - - - - - -
GPT-4a* [61] (9.1 - - - - - - -
Large Language Models (LLMs): Only Text as Input
Llama2 7B [75] 0.1 287 ang 3z a7 277 326 208
FLAN-T5-XXL [14] 32l 3.2 6.8 8.9 a7 3zE 448 283
+OCR M7 3L9 6.2 e 262 326 S0S 8.7
+ LLaVA Caption 3B 3L9 354 7R 7.0 332 49.0 28.7
Wicuna-13B [12] 333 3 ] 351 KIIN | 247 il4 44.8 30l
+ OCR 354 119 arl 236 6.5 320 49.3 300
+ LLaVA Caption 330 2.7 42.0 268 262 334 49,4 314
GPT-4 Text [59] CERY 138 329 285 36 413 530 28.4

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AG




Fuyu-8B ® Qwen-VL-7B  InstructBLIP-T3-XXL
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Figure 4. Performance of models on different types of images.

Apart from human-expert,
GPT-4V is comparably

- Easy  Medium Hard Owverall 1

Models (2946)  (4917)  (2637)  (10500) perfOrmlng best among the
Fuyu-8B [6] 789 17.0) 64 274

Owen-VL-TB [5] 10.4 1.9 276 329 tested models

LLaVA-1.5-13B [44] 41.3 12.7 267 336

InstructBLIP-TS-XXL [16] 403 12.3 294 338

BLIP-2 FLAN-T5-XXL [35]  41.0 12.7 085 340

GPT-4V [60] 76.1 55.6 312 557

Table 3. Result decomposition across question difficulty levels.

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AG



Textual Understanding

-} 0
Lack of
Knowledge Reasoning
Reject to 29% Error
Anwer %%

Perceptual Error
35%

Annotation Answer

Error Extraction Error
2":' I .Il

Figure 5. Error distribution over 150 annotated GPT-4V errors. R e S u I t S

@ Perceptual Error

Question: Look at the situation in the <image 1>. You are traveling on a
plane with a small child. The cabin is depressurized and the oxygen mask
falls from the ceiling. Which of these pictures shows the reconciliation of

egoism and other-isms (the order is from left to right, top to bottom)? L Exa m i n e 1 5 O ra n d O m Iy S a m p I e d

Option: (A)1(B)2(C)3

Ground Truth: (B) 2 GPT-4V: The image shows three situations e r rO r | n S t a n C e S f ro m G PT —_— 4V’S

on a plane when the oxygen mask falls:
2 @3 The adult puts on the mask first while the d 1 1

" [ TT 111 1] 47| child watches (egoism). The adult puts the p re ICt I O nS.
T /7 mask on the child first while struggling for

breath. Both the adult and the child share ® Pe rce ptu al E rro r:

the mask. The reconciliation of egoism and
other-isms would be a situation where ® ° ° °

.«- both the individual's needs and the needs ¢ BaSIC: fa I |S In elementa ry VI Su aI

P of others are considered and addressed.

<image 1> Therefore, the correct answer is: (C) 3 N t e I p re t a t | O N

Error Reason: GPT-4V recalled the right knowledge and made the right

reasoning, but it failed to correctly map the IDs to the corresponding i Domain Sp&ific: errOr due tO |aCk

illustrations in the figure, which is not explicitly marked in the figure but

is only described in text (the order is from left to right, top to bottom). Of k n OW | e d g e

S

EGOISM

el
ALTRUISM

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AG



e History: Modern History

Question: In the political cartoon, the United States is seen as fulfilling which of the following
roles?<image 1>
Option:

(A) Oppressor
(B) Imperialist
(C) Savior
(

D) eclationst * Perceptual Error Example

————

T —
I WHAT THE UNSITED STATES HAR FOLCGHT -'\l}ﬂ‘l

WHAT THE UNITED STATES HAS FOUGHT FOR

A e Tl et bl Seeietd e um el e

<image 1>

GPT-4V: Based on the political cartoon, the United States is seen as fulfilling the role of:
(B) Imperialist.

Error Category: Perceptual Error

Error Reason: GPT-4V wrongly interprets the image, because it doesn’t correctly interpret the
contradiction between the comics on the top half and the bottom half. The perspective of the
cartoonist is that the United States has been a savior to the nations brought under its control, saving
them from poverty or oppression and bringing them trade, prosperity, and democratic
governments. This mistake also indicates that GPT-4V holds some wrong political beliefs.

Ground Truth: (C) Savior

Explanation: The perspective of the cartoonist is that the United States has been a savior to the
nations brought under its control, saving them from poverty or oppression and bringing them
trade, prosperity, and democratic governments. Although one might be tempted to cast the United
States in the role of imperialist (B), the purpose of the cartoon is to highlight the positive
transtormation of the people due to their "rescue" by the United States, rather than the benefits to
the United States. Because the cartoon claims the people are better off for having been "rescued" by
the United States, the United States is not seen as an oppressor (A). Since isolationists do not |
support foreign intervention, (D) cannot be the correct answer.

Figure 67. A sample error case of History (subfield: Modern History). Error category: Perceptual Error
Back to List of Figures | Back to Table Index

<image 1>
Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI



Take Aways

Comprehensive Challenges for Current Diverse Image and
Multimodal Al Models Question Types
Benchmark o o

highlights the significant gap between Al and hlghly heterogeneous image

human expert performance

types, including diagrams,
tables, medical images, and
sheet music.

LIMITATIONS
« Benchmark Does Not Fully Define Expert AGl : Failed to show expert performance
beyond academic assessments.
» Biasesin DataCuration: 50 college students and co-authors may induce bias in
question selection, difficulty categorization, and representation of domain
knowledge

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AG
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