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Urban Region Profiling

Source: UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with Contrastive Language-Image Pretraining from the Web

The process of representing and 
summarizing key features and 

attributes of urban areas.

Urban Indicators: Carbon 
Emission, Population, GDP, and  
Textual Description with more 

insights.

: Regression / Predicting Scalar Values



Urban Region Profiling
• Data Source: Satellite Imagery
• Requires considerable amount 

of labeled data, generalizability 
issue

• Tasks: 
• Poverty labels
• Crop Yields
• Population Land Cover
• Commercial Activity

Source: UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with Contrastive Language-Image Pretraining from the Web



Urban Region Profiling
• Data Source: Satellite Imagery, 

• + Human inhabited areas & 
activities,

• + Human Trajectory & 
Mobility

• Lacks Explainability in Natural 
Language 

Source: UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with Contrastive Language-Image Pretraining from the Web



Urban Region Profiling
• Data Source: Satellite Imagery, 

• Human inhabitated areas & 
activities,

• Human Trajectory & Mobility
• + Textual Modality

• RQs:
• Can textual data 

complement Satellite 
Imagery? If so, in what ways?

Source: UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with Contrastive Language-Image Pretraining from the Web



UrbanCLIP
• Encoder-Decoder 

Architecture
• Two Unimodal Encoders: 

Image (ViT) & Text 
(Decoder-only)

• Contrastive Loss between 
Vision and Text Modalities

• Decoder: Cross Attention 
between Image and Text 
Representation with 
Language Modeling Loss 

Source: UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with Contrastive Language-Image Pretraining from the Web



UrbanCLIP

Source: UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with Contrastive Language-Image Pretraining from the Web



UrbanCLIP

Source: UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with Contrastive Language-Image Pretraining from the Web

• Cross Modal Representation Learning from satellite 
images and text descriptions

Modality Alignment Task



UrbanCLIP

Source: UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with Contrastive Language-Image Pretraining from the Web

• Cross Modal Representation Learning from satellite 
images and text descriptions

Modality Interaction Task



UrbanCLIP

Source: UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with Contrastive Language-Image Pretraining from the Web

• Urban Indicator Prediction

Modality Alignment Task

Pre-training Objective



UrbanCLIP

Source: UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with Contrastive Language-Image Pretraining from the Web

• Multiple modality alignment and integration

Multimodality contrastive 
learning
• Satellite Images
• Text Description
• POI: parks, roads



UrbanCLIP

Source: UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with Contrastive Language-Image Pretraining from the Web

• Multiple modality alignment and integration

Instruction Tuning the 
pre-trained Unimodal 
Image-Text Encoders for 
regression tasks



Dataset & Metrics

Source:
UrbanCLIP: Learning Text-Enhanced Urban Region Profiling with Contrastive Language-Image Pretraining from the Web
[1] WorldPop, open data for spatial demography. Scientific data 4, 1 (2017), 1–4
[2]Forecasting China’s GDP at the pixel level using nighttime lights time series and population images. GIScience & Remote Sensing 
z4, 3 (2017)
[3] The Open-source Data Inventory for Anthropogenic CO 2, version 2016 (ODIAC2016), The Earth System Science Data.
 

• Satellite Imagery : Baidu Map API (256x256; 13 meters per pixel; 1 km2)
• Textual Description : Generated by LLaMA-Adapter V2 
• Urban Indicator : Population [WorldPop], GDP [2], Carbon Emission [ODIAC]

• Cities: Beijing, Shanghai, zuangzhou, and Shenzhen

Metrics
• Prediction performance: 

• Coefficient of determination (R2 ↑), 
• Rooted mean squared error (RMSE ↓),
• Mean absolute error (MAE ↓)



Results
• UrbanCLIP  consistently performed 

best
• Carbon > Population > GDP



Results
• Tra ns fe ra b ilit y a nd  e xp la ina b ilit y of 

Urb a nCLIP
• Urb a nCLIP c a n  c a p t ure  s im ila r 

s p a t ia l c ha ra c t e ris t ic s  a nd  
d is t rib ut ions  a m ong c om p a ra b le  
re gions
• Be ijing (Nort h)
• Sha ngha i (Ea s t )
• Gua ngzhou (Sout h)
• She nzhe n (Sout h)



Take Aways
Unidirectional 

Language Modeling

- Time Efficient
- Converts both 

Contrastive and 
Generative training in a 

single forward pass

Supports flexible 
infusion of multiple 

modalities 

- Plug and play integration

Decoder Only 
Architecture for 
encoding Text

- Normally, BERT-style 
models with encoder 
only architectures are 

used
- Traditional bidirectional 

attention may encounter
low-rank issues

- Limited Generative 
Capabilities 

Bidirectional: Vision-
Language Learning [1] 

Source: [1] Align before Fuse: Vision and Language Representation Learning with Momentum Distillation

LIMITATIONS
- Com p le t e ly d e p e nd s  on  Vis ion- La ngua ge  Mod e l for t e xt  d e s c rip t ion  for s a t e llit e  im a ge s
- Ne e d s  fre q ue nt  up d a t e s  t o  p re - t ra ine d  m od e l t o  us e  in  re a l- life  a p p lic a t ions  
- Te xt  re fine m e nt  t e c hniq ue  is  : rule - based. Rules were not shared and it may induce 

s ub je c t ivit y  a nd  s e le c t ive  b ia s .
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BioCLIP vs CLIP 

Source: BIOCLIP: A Vision Foundation Model for the Tree of Life

TSNE- Visualization  of image features, colored by taxonomic labels



Evolutionary Biology

Source: BIOCLIP: A Vision Foundation Model for the Tree of Life

General Tasks
• Species classification
• Individual identification
• Trait detection
• Understanding mechanisms of 

adaptation
• Abundance and population structure 

estimation 
• Biodiversity monitoring and 

conservation

Challenges / Motivation
• Biologists need significant ML expertise to 

label data and train models .
• Existing biological datasets lack the necessary 

scale, diversity, or fine-grained taxonomic 
labels to train effective models.

• Current general vision models (like CLIP and 
OpenCLIP) fail to provide fine-grained 
distinctions needed for biological research

• Need for Generalization – A useful model must 
extend beyond the taxa it was trained on to 
cover the entire tree of life effectively.



BioCLIP: Vision Foundation 
Model for Tree of Life

Source: BIOCLIP: A Vision Foundation Model for the Tree of Life

Challenges / Motivation
• Biologists need significant ML expertise to 

label data and train models .
• Existing biological datasets lack the necessary 

scale, diversity, or fine-grained taxonomic 
labels to train effective models.

• Current general vision models (like CLIP and 
OpenCLIP) fail to provide fine-grained 
distinctions needed for biological research

• Need for Generalization – A useful model must 
extend beyond the taxa it was trained on to 
cover the entire tree of life effectively.

Objective of BioCLIP

• Generalize to taxa not seen during 
training.

• Learn fine-grained representations 
of biological images.

• Perform well in low-data regimes 
(zero-shot or few-shot learning). 



BioCLIP: Overview

Source: BIOCLIP: A Vision Foundation Model for the Tree of Life

    

Objective of BioCLIP

• Generalize to taxa not seen during 
training.

• Learn fine-grained representations 
of biological images.

• Perform well in low-data regimes 
(zero-shot or few-shot learning). 

Contributions

• TREEOFLIFE-10M Dataset; 
454k Taxa; ML-ready

• BIOCLIP Model; Contrastive 
loss + taxonomic hierarchy 

• Comprehensive 
Benchmarking; classification, 
rare species classification

• BioCLIP learns hierarchical 
representation



BioCLIP: TreeOfLife  10M 
dataset

Source: BIOCLIP: A Vision Foundation Model for the Tree of Life.  [1] Building a bird recognition app and large scale dataset with citizen scientists: The fine print in fine-grained dataset collection. In CVPR (2015) [2] International Union for 

Conservation of Nature [3] A step towards worldwide biodiversity assessment: The BIOSCAN-1M insect dataset. [NeruIPS 2024] [4] Integrated Taxonomic Information System [5] The iNaturalist species classification and 

detection dataset. (CVPR 2018)

Diversity Gap
• Existing largest ML-ready Biology 

Dataset: iNat21 [1]; 2.7M images – 10k 
Species

•  IUCN [2] report (2022): 2M Species 
{Bird & Reptile having 10K species 
each}

Data Source + Curation
• iNat21 (training split)
• Encyclopedia of Life (EOL) – 6.6M 

images, adding 440K taxa
• 1M+ [insect species]
• 10K+ [birds species]
• 10K+ [reptiles species]

• BIOSCAN-1M [3]: 1M lab images of 
insects from 494 families 

• Taxonomic inconsistencies across 
sources addressed by unifying labels 
using ITIS [4], EOL[2], and iNaturalist [5].



BioCLIP: TreeOfLife  10M 
dataset

Source: BIOCLIP: A Vision Foundation Model for the Tree of Life
[1 ] Major group of animals or plants that share fundamental characteristics

• 10+ million images, 454K+ unique 
taxonomic names.

• Phyla [1] Coverage: Includes insects, 
birds, reptiles, fungi, plants, and other 
taxa (visualized in treemap ).



BioCLIP: Modeling

Source: BIOCLIP: A Vision Foundation Model for the Tree of Life
* (+) means pairs are from training data, ( - ) means pairs are from all other possible pairs in a batch.

• Trains 2 Unimodal embeddings models  
[ (Vision | Text) Encoders ]

• Objectives
• Maximize feature similarity of 
(Image, Text)+ pairs*

• Minimize feature similarity of 
(Image, Text)- pairs*

How to make taxonomic structure? 



BioCLIP: Modeling

Source: BIOCLIP: A Vision Foundation Model for the Tree of Life
.

Training Strategy

• Mixed text-type training strategy

• Taxonomic: seven-level biology taxonomy
• Scientific name: genus and species 
• Common name: Regular English Word

Text
DescriptionImage

Random 
Sample

,

{ Sample1, Sample2, …. , Sample batch_size}

“ A photo of a <Text Type>. “



BioCLIP:Training  Strategy
 

Source: BIOCLIP: A Vision Foundation Model for the Tree of Life

Zero-Shot Learning 
• Same settings as CLIP

Few-shot Learning
• Randomly sample k examples for each 

class 
• Obtain k image embeddings from pre-

trained models
• Centroid of each class: Average Feature 

Vector of K embeddings
• Apply mean subtraction + L2 

normalization to (centroid | test feature 
vector) 

• Choose Class with nearest centroid to 
test vector



BioCLIP: Evaluation Dataset
 

Source: BIOCLIP: A Vision Foundation Model for the Tree of Life



Results
BIOCLIP's strong zero-shot 
performance on the diverse tasks 
and classes in TREEOFLIFE-10M.



Results
Using mixed text types for training 
yields consistently strong 
performance across all text types 
during testing.



Results
CLIP objective massively  

outperforms both baselines 

Source: BIOCLIP: A Vision Foundation Model for the Tree of Life
* (+) means pairs are from training data, ( - ) means pairs are from all other possible pairs in a batch.



Results
• Can BIOCLIP Classify More Than 

Species?
• Task: plant diagnosis with the 

PlantVillage and PlantDoc  (has 
diseased plant image)

• BIOCLIP has learned useful visual 
representations that are useful 
even with only one labeled 
example

Source: BIOCLIP: A Vision Foundation Model for the Tree of Life



Results
• Does BIOCLIP Learn the 

Hierarchy?
• Task: plant diagnosis with the 

PlantVillage and PlantDoc  (has 
diseased plant image)
• BIOCLIP has learned useful visual 

representations that are useful 
even with only one labeled 
example

Source: BIOCLIP: A Vision Foundation Model for the Tree of Life.



Take Aways
BioCLIP can achieve 
superior zero - shot 

generalization

Mix - Type training 
strategy can enhance 

classification task

One- shot Learning 
was enough to 
achieve Task 

transferability of 
BioCLIP

- Classifier trained model 
could detect plant disease

LIMITATIONS
•  Computational Constraints (mix type analysis used only 10% subset of TreeOfLife-10M 

dataset)
•  Domain Specificity: Applicability to broader tasks remains unknown

Source: BIOCLIP: A Vision Foundation Model for the Tree of Life.
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Artificial General Intelligence 
(AGI)

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI

[1] Operationalizing progress on the path to agi. Arxiv [2023]

[2] Measuring massive multitask language understanding. ICLR [2020]

[3] Agieval: A human-centric benchmark for evaluating foundation models.  NAACL [2023]

[4] Learn to explain: Multimodal reasoning via thought chains for science question answering. ANIPS [2022]

AI system that reaches “at least 90th percentile 
of skilled
adults” [1]

How to create benchmarks for measuring 
Expert AGI?

• College Level Exams  MMLU [2], AGIEval [3] 
;only text-based 

• Existing Multimodal Benchmarks (ScienceQA 
[4]) focus on commonsense/daily knowledge, 
not expert-level knowledge– reasoning



MMMU: A Massive Multi - discipline Multimodal Understanding 

and Reasoning Benchmark for Expert AGI 

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI

• Designed For: College Level (multi-discipline) (multimodal understanding) and 
(reasoning)

• Problem Source: Exams, Quizzes, Text books
• 6 Common discipline:  Art & Design, Business, Science, Health & Medicine, Humanities 

& Social Science, and Tech & Engineering.
• Covers:

• 11.5K multimodal questions  30 diverse subjects 183 subfields. 
• Expert level reasoning : applying “Fourier Transform” or “Equi-
• librium Theory” to derive the solution



MMMU: A Massive Multi - discipline Multimodal Understanding 

and Reasoning Benchmark for Expert AGI 

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI



MMMU: A Massive Multi - discipline Multimodal Understanding 

and Reasoning Benchmark for Expert AGI 

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI



MMMU: A Massive Multi - discipline Multimodal Understanding 

and Reasoning Benchmark for Expert AGI 

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI

Curation + Quality Control
• Subjects like law and linguistics were excluded due 

to the lack of multimodal content. 
• 50 university students and co-authors:

• sourced from: textbooks, online resources, and, 
custom creation

• Mitigation strategy for potential data contamination: 
• Avoid readily available answers 
• Compliance with copyright and licensing 

regulations. 
• Followed a standardized protocol to maintain 

consistency.
• Quality Control: 

• Duplicate Detection 
• Format and Typo Checking
• Difficulty Categorization



MMMU: A Massive Multi - discipline Multimodal Understanding 

and Reasoning Benchmark for Expert AGI : EVALUATION

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI

Baselines

• Large Mulitmodal Models (LMMs)
• Text-only LLMs
• Human Experts

• 90 College Senior Students
• 30 Subjects , 900 validation questions (3 student/subject)
• Allowed to consult books but NO INTERNET

• Metrics: micro-averaged accuracy; rule-based evaluation pipeline



Results

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI



Results

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI

Apart from human-expert, 
GPT-4V is comparably 
performing best among the 
tested models



Results

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI

• Examine 150 randomly sampled 
error instances from GPT-4V’s 
predictions.

• Perceptual Error: 
• Basic: fails in elementary visual 

interpretation
• Domain Specific: error due to lack 

of knowledge



Results

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI

• Perceptual Error Example



Take Aways
Comprehensive 

Multimodal 
Benchmark

Challenges for Current 
AI Models 

Diverse Image and 
Question Types 

highly heterogeneous image 
types, including diagrams, 

tables, medical images, and 
sheet music.

Source: MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI

highlights the significant gap between AI and 
human expert performance

LIMITATIONS
•  Benchmark Does Not Fully Define Expert AGI : Failed to show expert performance 

beyond academic assessments.
•  Biases in Data Curation: 50 college students and co-authors may induce bias in  

question selection, difficulty categorization, and representation of domain 
knowledge
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