
CSCE 689 - Special Topics in NLP for Science

Lecture 12: Protein Language Models

Yu Zhang
yuzhang@tamu.edu
February 25, 2025

1

Course Website: https://yuzhang-teaching.github.io/CSCE689-S25.html 

mailto:yuzhang@tamu.edu
https://yuzhang-teaching.github.io/CSCE689-S25.html


Literature Review (Due 3/7)
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• Submit a review for a paper introduced in the lectures.
• You can choose any paper on the schedule (in either previous or future 

lectures) except the papers presented by you in your lecture.
• The review should include a paper summary, strengths, weaknesses, questions to 

the authors, and limitations.
• Example: 

https://openreview.net/forum?id=IFXTZERXdM7&noteId=fWyUVKIcadp 
• Submit it to Canvas

• You cannot use large language models to help you write the review (except for 
grammar check).

• You cannot copy from publicly available reviews of the paper.

https://openreview.net/forum?id=IFXTZERXdM7&noteId=fWyUVKIcadp


Why Protein Language Models?
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• “Proteins are the machinery of life, and understanding their language unlocks the 
secrets of biology.” - David Baker (Nobel Prize laureate 2024)
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Why Protein Language Models?
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• Protein language models share foundational similarities with natural language models.

• Training objectives and learning paradigms: Both natural LMs and protein LMs are 
trained in a self-supervised manner on large-scale datasets using objectives such as 
masked language modeling and next sentence prediction.



Why Protein Language Models?
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• Protein language models share foundational similarities with natural language models.

• Pretraining data: Protein LMs adopt a data-driven paradigm to learn directly from 
large-scale protein datasets (e.g., UniProtKB/Swiss-Prot, UniProtKB/TrEMBL, 
UniRef, Pfam, etc.).



Vocabulary of the Protein Language
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• FASTA format [1]: Can be used to represent either amino acid sequences (i.e., protein) 
or nucleotide sequences (i.e., DNA and RNA)

[1] Rapid and sensitive protein similarity searches. Science 1985.

Meaning of each character in a protein. 

(The meaning will be different in DNA/RNA!)



Tasks: Protein Understanding and Prediction
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• Sequence-to-Property 
Prediction maps sequences 
to numerical properties, 
such as stability or 
fluorescence intensity.

• Sequence-to-Label 
Prediction maps sequences 
to categorical labels, 
including secondary 
structure types, contact 
maps, or functional 
annotations.



Tasks: Protein Understanding and Prediction
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• Sequence-to-Structure 
Prediction mapping 
sequences to the 3D folding 
structures (i.e., tertiary 
structures).

• Sequence-to-Text 
Understanding generates 
textual descriptions of 
protein sequences.



Tasks: Protein Engineering and Generation
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• Protein Engineering 
modifies an existing protein 
toward desired attributes.

• Protein Generation 
generates proteins with 
desired attributes.



Agenda
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• Protein Understanding and Prediction
• ESM-2: Encoder-Only
• ProtST: CLIP
• BioT5: Encoder-Decoder

• Protein Engineering and Generation
• ProGen: Decoder-Only
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The Evolutionary Scale Modeling (ESM) Series
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https://github.com/facebookresearch/esm 

https://github.com/facebookresearch/esm


The Evolutionary Scale Modeling (ESM) Series
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• A family of transformer models for protein modeling

• ESM-1b [1]: trained on 250M protein sequences using MLM; 669.2M parameters

• ESM-1v [2]: predicting the effects of mutations under the zero-shot setting

• ESM-IF [3]: utilizing AlphaFold2-predicted structures to train large models for the 
inverse folding task that predicts protein strings from the 3D structures

• ESM-2 [4]: scaling up the model size to 15B parameters and incorporating a folding head 
to create an end-to-end single-sequence structure prediction model ESMFold

• ESM-3 [5]: a multi-modal generative model with 98B parameters; reasoning over protein 
sequences, structures, and functions; using CoT to design a novel fluorescent protein

[1] Biological structure and function emerge from scaling unsupervised learning to 250 million protein sequences. PNAS 2021.
[2] Language models enable zero-shot prediction of the effects of mutations on protein function. NeurIPS 2021.
[3] Learning inverse folding from millions of predicted structures. ICML 2022.
[4] Evolutionary-scale prediction of atomic-level protein structure with a language model. Science 2023.
[5] Simulating 500 million years of evolution with a language model. Science 2025.



From ESM-1b to ESM-2: Emergence of Structure
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ESM-2 predicted contact probabilities (bottom 
right) and actual contact precision (top left)

Evolutionary-scale prediction of atomic-level protein structure with a language model. Science 2023.

Scale (from 8M to 15B parameters) 
improves learning of tertiary structure



From ESM-1b to ESM-2: Emergence of Structure

16Evolutionary-scale prediction of atomic-level protein structure with a language model. Science 2023.

Emergence of atomic-level structure.

RMSD, pLDDT, and Perplexity: 3 metrics evaluating the prediction. Teal: High pLDDT. Pink: Low pLDDT.



ESMFold

17Evolutionary-scale prediction of atomic-level protein structure with a language model. Science 2023.

• End-to-end single sequence structure prediction by training a folding head for ESM-2

• Different from AlphaFold, which integrate multiple sequence alignment into the 
architecture. 



ESMFold: Comparison with RoseTTAFold and AlphaFold
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Accurate prediction of protein structures and interactions using a three-track neural network. Science 2021.
Highly accurate protein structure prediction with AlphaFold. Nature 2021.



Take-Away Messages
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• Scaling protein LMs up to 15 billion parameters leads to the emergence of detailed 
three-dimensional protein structures from evolutionary sequence patterns, highlighting 
the model’s ability to internalize deep biological properties.

• ESM-2 enables direct inference of atomic-level protein structures from primary 
sequences, achieving up to 60x faster predictions than state-of-the-art methods.

• Limitation:

• Instead of using self supervision from sequences, can we incorporate large-scale 
structure and function data into pre-training as well?

• Simulating 500 million years of evolution with a language model. Science 2025.



Agenda
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• Protein Understanding and Prediction
• ESM-2: Encoder-Only
• ProtST: CLIP
• BioT5: Encoder-Decoder

• Protein Engineering and Generation
• ProGen: Decoder-Only



Protein sequences are associated with text.
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• E,g., protein name and function from UniProtKB/Swiss-Prot

https://www.uniprot.org/help/uniprotkb_sections 

https://www.uniprot.org/help/uniprotkb_sections


Multi-modal Pre-training: MLM + CLIP
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• MPM (masked protein modeling): predicting masked protein tokens based on the 
protein sequence context

ProtST: Multi-Modality Learning of Protein Sequences and Biomedical Texts. ICML 2023.



Multi-modal Pre-training: MLM + CLIP
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• MMP (multi-modal mask prediction): predicting masked tokens based on context 
information from both the protein sequence and the text sequence

ProtST: Multi-Modality Learning of Protein Sequences and Biomedical Texts. ICML 2023.



Multi-modal Pre-training: MLM + CLIP
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• Contrastive Learning: map 
paired protein and text closer 

ProtST: Multi-Modality Learning of Protein Sequences and Biomedical Texts. ICML 2023.



Protein Classification

25ProtST: Multi-Modality Learning of Protein Sequences and Biomedical Texts. ICML 2023.

• Zero-shot:

• Supervised:



Text-to-Protein Retrieval

26ProtST: Multi-Modality Learning of Protein Sequences and Biomedical Texts. ICML 2023.

• Given a text description (e.g., an expected function), retrieve existing proteins that may 
match the description.



More Details of ProtST
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• Protein LM: ProtBERT, ESM-1b, or ESM-2

• Natural LM: PubMedBERT

• Evaluation Tasks:

• Localization Prediction (classification): 
predict the subcellular locations of 
proteins

https://huggingface.co/mila-intel/ProtST-esm1b 

https://huggingface.co/mila-intel/ProtST-esm1b


More Details of ProtST
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• Evaluation Tasks:

• Localization Prediction (single-label 
classification): predict the subcellular 
locations of proteins

• Fitness Landscape Prediction (regression): 
predict the effect of residue mutations on 
protein fitness

• Protein Function Annotation (multi-label 
classification): annotate a protein with 
multiple functional labels

Training Testing Training Testing



Performance of ProtST (Supervised)
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Performance of ProtST (Zero-shot)
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• Prompt engineering

• Name only: “[Label Name]”
• Natural language: “A protein locating at [Label Name]”
• Pre-training template (the best): “SUBCELLULAR LOCATION: [Label Name]”



Zero-shot Text-to-Protein Retrieval
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• The top-3 candidates are annotated as heme binders by GO.

• The 4th candidate owns decent binding affinity though annotated as non-binding.

• Only 0.54% of the proteins are annotated as heme binders in the GO dataset.



Take-Away Messages
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• The idea of CLIP can be extended beyond vision-language models. It works for paired 
(text, protein), (text, text), …

• Although we cannot directly adopt a cross-encoder architecture (because our initial text 
and protein encoders have different vocabularies), this paper proposes a fusion module 
so that protein and text sequences can serve as the context of each other during MLM.

• Extending this idea to vision-language models?

• Limitations:

• No experiments on how the model can be generalized to less-represented/unseen 
classes (e.g., locations and functions) and novel properties.

Used by ProtST; 500K human-annotated samples

200M samples annotated by computational tools



Agenda
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• Protein Understanding and Prediction
• ESM-2: Encoder-Only
• ProtST: CLIP
• BioT5: Encoder-Decoder

• Protein Engineering and Generation
• ProGen: Decoder-Only



A Sequence-to-Sequence LM for both Proteins and Text

34BioT5: Enriching Cross-modal Integration in Biology with Chemical Knowledge and Natural Language Associations. EMNLP 2023.



Tasks where Input Modality = Output Modality

35BioT5: Enriching Cross-modal Integration in Biology with Chemical Knowledge and Natural Language Associations. EMNLP 2023.

Predicting masked segments; similar with general-domain T5



Tasks where Input Modality ≠ Output Modality

36BioT5: Enriching Cross-modal Integration in Biology with Chemical Knowledge and Natural Language Associations. EMNLP 2023.

Translation between each protein and its associated text description



More Details of BioT5
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• Pre-training Datasets:

• Molecule sequences: ZINC20

• Protein sequences: UniRef50

https://www.uniprot.org/help/uniref 

https://www.uniprot.org/help/uniref


• Pre-training Datasets:

• Text: 33M PubMed articles

• After NER, replace each recognized protein entity with the protein sequence

• The model will see mixed sequences of natural language and proteins during 
pre-training.

• Paired (molecule, text) data: PubChem

• Paired (protein, text) data: UniProtKB/Swiss-Prot

• Evaluation Datasets:

• Solubility prediction

• Localization prediction

• Protein-protein interaction prediction (Yeast/Human)

More Details of BioT5

38



Performance of BioT5
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• Instead of considering two different pre-training tasks (i.e., MLM and contrastive learning), BioT5 
unifies unimodal (text/protein completion) and cross-modal (text-to-protein generation) learning 
with sequence-to-sequence generation.

• By replacing protein entities in biomedical text with their corresponding protein sequences, 
BioT5 can handle mixed text and protein sequences.

• Vocabulary: Original T5 vocabulary for text + a few special tokens for proteins

• Necessary if you expect a protein LM to take natural language instructions

• Drawbacks:

• Cannot be directly used for text-to-protein retrieval given a large candidate pool

• Still relies on paired (protein, text) data

• Can we just pre-train the model on mixed protein and text sequences using next token 
prediction? 

• Can we expect text-to-protein translation to be an emergent ability?

Take-Away Messages

40



Agenda
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• Protein Understanding and Prediction
• ESM-2: Encoder-Only
• ProtST: CLIP
• BioT5: Encoder-Decoder

• Protein Engineering and Generation
• ProGen: Decoder-Only



ProGen: Generating Protein Sequences Conditioned on Tags
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• Collect protein sequences belonging to different protein families (the Pfam database).

• Prepend the corresponding protein family to each input protein sequence.

• Pre-train the model using next token prediction.

• The pre-trained model can be used to generate artificial proteins of a certain protein 
family.

Large language models generate functional protein sequences across diverse families. Nature Biotechnology 2023.



Generated artificial proteins maintain similar evolutionary 
conservation patterns as natural proteins.
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• A higher value means the protein is 
more conservative across different 
homologs at this position. 



Generated artificial proteins express well.
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• The authors select 100 generated proteins for synthesis and characterization.

• Artificial proteins express well (even with increasing dissimilarity from nature) and yield 
comparable expression quality to 100 representative natural proteins.



Generated artificial proteins are functional.
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Artificial proteins bind 
well to substrates and 

exhibit high fluorescence 
responses over time.

Artificial proteins remain 
active even while being 
dissimilar from known 

natural proteins.

Artificial proteins 
are functional 
across protein 

families.



From ProGen to ProGen2
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• ProGen: 1.2B parameters, 36 Transformer layers, 8 self-attention heads

• ProGen2

https://huggingface.co/hugohrban/progen2-xlarge 

ProGen2: Exploring the boundaries of protein language models. Cell Systems 2023.

https://huggingface.co/hugohrban/progen2-xlarge


Take-Away Messages
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• Pre-trained on 280M protein sequences from over 19K families.

• Use control tags specifying protein properties to guide generation.

• Artificial proteins generated by ProGen across different families show similar catalytic 
efficiencies to natural proteins, despite low sequence identities.

• Drawback:

• Can only handle control tags. May not generalize well to more complex instructions.

• To handle instructions, the model needs to be instruction-tuned.

• The premise is the model can handle mixed natural language and protein 
sequences.

• BioMedGPT: Open Multimodal Generative Pre-trained Transformer for BioMedicine. 
arXiv 2023.



Thank You!
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