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Differences between Molecules and Protein/DNA/RNA Sequences
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• Protein, DNA, RNA: naturally 
sequential

• Molecule: not naturally sequential

• Strategy 1: using a graph encoder

• Strategy 2: using a “sequential” 
language to describe molecules



Strategy 1: Using a Graph Encoder
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• Graph Neural Networks (GNNs)

• Each node in the graph has a representation vector at each layer.

• The vector is obtained by aggregating information from its neighbors.
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• Graph Neural Networks (GNNs)

• Each node in the graph has a 
representation vector at each layer.

• The vector is obtained by aggregating 
information from its neighbors.

• For node 𝑣𝑣 at layer 𝑡𝑡,



Strategy 1: Using a Graph Encoder
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• Example 1: Graph Convolutional Networks (GCN) [1]

• Example 2: Graph Sample and Aggregate (GraphSAGE) [2]

𝐖𝐖𝑘𝑘: weight matrix at layer 𝑘𝑘, shared across different nodes 

AGGREGATE𝑘𝑘: average, element-wise mean/max pooling, …

[1] Semi-Supervised Classification with Graph Convolutional Networks. ICLR 2017.
[2] Inductive Representation Learning on Large Graphs. NIPS 2017.



Strategy 1: Using a Graph Encoder
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• Limitation: There are cases where graphs are not sufficient to describe a molecule.

• Chirality

• ComENet: Towards Complete and Efficient Message Passing for 3D Molecular Graphs. 
NeurIPS 2022.



Strategy 2: Using a Sequential Language to Describe Molecules
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• Simplified Molecular Input Line Entry System (SMILES)

SMILES, a chemical language and information system. 1. Introduction to methodology and encoding rules. Journal of Chemical 
Information and Computer Sciences 1988.



Strategy 2: Using a Sequential Language to Describe Molecules
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• Simplified Molecular Input Line Entry 
System (SMILES)

• SMILES-BERT [1]: masked language 
modeling on SMILES

• Self-Referencing Embedded Strings 
(SELFIES) [2]

• Used in BioT5

[1] SMILES-BERT: Large Scale Unsupervised Pre-training for 
Molecular Property Prediction. ACM BCB 2019.
[2] Self-Referencing Embedded Strings (SELFIES): A 100% robust 
molecular string representation. Machine Learning: Science and 
Technology 2020.



Strategy 2: Using a Sequential Language to Describe Molecules
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• However, some structural 
information cannot be captured 
by the SMILES/SELFIES string.

• Crystals (atom positions)

• Can we use natural language 
to describe molecules?



Agenda
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• Using a Graph Encoder
• Text2Mol: CLIP

• Using SMILES/SELFIES to Describe Molecules
• MolT5: Encoder-Decoder
• LlaSMol: Decoder-Only + Instruction Tuning

• Using Natural Language to Describe Molecules
• CrystalLLM: Decoder-Only + Instruction Tuning
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Text-to-Molecule Retrieval
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• Given a natural language description of a chemical, rank the corresponding molecule 
first among all the possible molecules.

Text2Mol: Cross-Modal Molecule Retrieval with Natural Language Queries. EMNLP 2021.



A Bi-Encoder Architecture
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• Use GNN and BERT to encode molecules and text descriptions, respectively.

Fura red is a 1-benzofuran 
substituted at position 2 by a (5-oxo-

2-thioxoimidazolidin-4-ylidene) 
methyl group, and at C-5 and C-6 by 

heavily substituted oxygen and 
nitrogen functionalities

SciBERT

GCN

[CLS]

Average

Two vectors should 
be close if the 

molecule and the 
text are paired.



Data
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•  33,010 pairs of (molecule, text) from ChEBI, where the length of text is 20+ words.

• 80%/10%/10% train-validation-test split
https://www.ebi.ac.uk/chebi/ 

https://www.ebi.ac.uk/chebi/


Rank Ensemble
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• Combine multiple weaker ranking models to a stronger ranking model

• These models can either share the same architecture or be totally different.

• Given 𝑀𝑀 ranking models, we use each of them to ranks all candidates. Let rank𝑖𝑖(𝑥𝑥) 
denote the rank of candidate 𝑥𝑥 according to model 𝑖𝑖 (𝑖𝑖 = 1,2, … ,𝑀𝑀).

• How to combine these ranks?

• Mean rank: min∑𝑖𝑖=1𝑀𝑀 rank𝑖𝑖(𝑥𝑥)

• Mean reciprocal rank: max∑𝑖𝑖=1𝑀𝑀 1
rank𝑖𝑖(𝑥𝑥)

• This work

• Train the same model multiple times with different parameter initialization

• Use mean rank to combine these models



Performance of Text2Mol
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Association Rules from Token to Chemical Substructure
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Case Study: Correct Predictions
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Case Study: Incorrect Predictions
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Take-Away Messages
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• The CLIP architecture can be extended from citation-enhanced LLMs, vision-language 
models, and protein language models to molecule language models. GNNs can be used 
as the molecule encoder.

• Rank ensemble is an effective way to combine multiple weaker ranking models to a 
stronger ranking model.

• Limitations

• Molecules are heterogeneous graphs. Nodes have types (carbon, oxygen, …). Edges 
also have types (single bond, double bond, …). How to consider these signals in 
GNNs?

• Because SMILES-BERT can handle molecules as sequences, can we build a CLIP 
model by just combining SMILES-BERT and SciBERT?

• The CLIP model still relies on massive paired (molecule, text) data.



Agenda
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• Using a Graph Encoder
• Text2Mol: CLIP

• Using SMILES/SELFIES to Describe Molecules
• MolT5: Encoder-Decoder
• LlaSMol: Decoder-Only + Instruction Tuning

• Using Natural Language to Describe Molecules
• CrystalLLM: Decoder-Only + Instruction Tuning



Molecule Generation and Molecule Captioning
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• Molecule Generation

• Molecule Captioning

Fura red is a 1-benzofuran 
substituted at position 2 by a (5-oxo-

2-thioxoimidazolidin-4-ylidene) 
methyl group, and at C-5 and C-6 by 

heavily substituted oxygen and 
nitrogen functionalities

Text-to-SMILES

SMILES-to-Text

Fura red is a 1-benzofuran 
substituted at position 2 by a (5-oxo-

2-thioxoimidazolidin-4-ylidene) 
methyl group, and at C-5 and C-6 by 

heavily substituted oxygen and 
nitrogen functionalities



What if we do not have massive paired (molecule, text) data?
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• Pre-training the model within the molecule modality and the text modality only

• The “input modality = output modality” case in BioT5

Translation between Molecules and Natural Language. EMNLP 2022.



What if we do not have massive paired (molecule, text) data?
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• Fine-tuning the model with a small number of paired (molecule, text) samples

• The “input modality ≠ output modality” case in BioT5

Translation between Molecules and Natural Language. EMNLP 2022.



More Details of MolT5
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• Initialized from T5 (small: 60M parameters, base: 220M parameters, large: 770M 
parameters)

• Unpaired text data: Colossal Clean Crawled Corpus (https://github.com/google-
research/text-to-text-transfer-transformer#c4) 

• Unpaired molecule data: 100M SMLIES strings selected from ZINC-15 
(https://zinc15.docking.org) 

• Paired (molecule, text) data: ChEBI

https://huggingface.co/laituan245/molt5-large https://huggingface.co/laituan245/molt5-base 

https://github.com/google-research/text-to-text-transfer-transformer#c4
https://github.com/google-research/text-to-text-transfer-transformer#c4
https://zinc15.docking.org/
https://huggingface.co/laituan245/molt5-large
https://huggingface.co/laituan245/molt5-base


Performance of MolT5
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Case Study: Molecule Captioning

27



Case Study: Molecule Generation
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Take-Away Messages
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• Unlike CLIP, for sequence-to-sequence models (e.g., BART and T5), even if you do not 
have paired data, you can still pre-train the model within each modality using self 
supervision and then fine-tune the model using a small amount of paired data.

• Can we apply the same idea to DNA/RNA language models?

• Limitations:

• The model still relies on paired (molecule, text) data

• Can we just pre-train the model on mixed molecule and text sequences using 
next token prediction? 

• Can we expect text-to-molecule and molecule-to-text translation to be an 
emergent ability?

• CM3: A Causal Masked Multimodal Model of the Internet. arXiv 2022.



Agenda
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• Using a Graph Encoder
• Text2Mol: CLIP

• Using SMILES/SELFIES to Describe Molecules
• MolT5: Encoder-Decoder
• LlaSMol: Decoder-Only + Instruction Tuning

• Using Natural Language to Describe Molecules
• CrystalLLM: Decoder-Only + Instruction Tuning



How do off-the-shelf LLMs perform in chemistry tasks?

31What can Large Language Models do in chemistry? A comprehensive benchmark on eight tasks. NeurIPS 2023.
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How do off-the-shelf LLMs perform in chemistry tasks?

37What can Large Language Models do in chemistry? A comprehensive benchmark on eight tasks. NeurIPS 2023.



Observation
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LlaSMol: Advancing Large Language Models for Chemistry with a Large-Scale, Comprehensive, High-Quality Instruction Tuning Dataset. 
COLM 2024.

• Off-the-shelf LLMs (+ few-shot in-context learning) cannot outperform task-specific 
supervised models with much fewer parameters in most cases.

• Can we instruction-tune an LLM on a wide range of chemistry tasks?



Performance of LlaSMol
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Performance of LlaSMol
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• Instruction-tuning LLMs on a wide range of chemistry tasks significantly improves off-
the-shelf LLMs (e.g., GPT-4).

• Despite the performance improvement, LLMs (+ few-shot in-context learning) still 
underperform task-specific supervised SOTA in most cases.

• Building a generalist chemistry LLM is still a challenging task!

• Drawbacks:

• No experiments on how the model can be generalized to unseen chemistry tasks.

Take-Away Messages

41

https://huggingface.co/datasets/osunlp/SMolInstruct 

https://huggingface.co/datasets/osunlp/SMolInstruct


Agenda
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• Using a Graph Encoder
• Text2Mol: CLIP

• Using SMILES/SELFIES to Describe Molecules
• MolT5: Encoder-Decoder
• LlaSMol: Decoder-Only + Instruction Tuning

• Using Natural Language to Describe Molecules
• CrystalLLM: Decoder-Only + Instruction Tuning



Representing Crystals

43

• Chemical formula (e.g., 
K2SrCdSb2)?

• Too succinct!

• Crystals are periodic, so we 
only need to describe one cell.

• Key Idea: Use natural language 
to describe the coordinates of 
each atom in a cell.



Using Natural Language to Describe Crystals

44Fine-Tuned Language Models Generate Stable Inorganic Materials as Text. ICLR 2024.



Fine-tuning Tasks: Generation and Infilling

45Fine-Tuned Language Models Generate Stable Inorganic Materials as Text. ICLR 2024.



Performance of CrystalLLM
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Performance of CrystalLLM
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• Fine-tuned LLaMA-2 outperforms CDVAE in generating novel and diverse samples as 
well as their overall speed.



Take-Away Messages
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• LLMs can understand natural language descriptions of a crystal cell (i.e., side length, 
angle, and 3D coordinates) to for generating stable inorganic materials.

• By using a pre-trained LLM and simple fine-tuning, the approach avoids the need for 
crystal-specific tokenization or massive auxiliary datasets.

• Can this idea be extended to other types of atomic structures like proteins or small 
molecules?

• Can this idea be extended to non-periodic structures?

https://github.com/facebookresearch/crystal-text-llm 

https://github.com/facebookresearch/crystal-text-llm


Thank You!

49

Course Website: https://yuzhang-teaching.github.io/CSCE689-S25.html 

https://yuzhang-teaching.github.io/CSCE689-S25.html

	CSCE 689 - Special Topics in NLP for Science���Lecture 14: Molecule Language Models
	Differences between Molecules and Protein/DNA/RNA Sequences
	Strategy 1: Using a Graph Encoder
	Strategy 1: Using a Graph Encoder
	Strategy 1: Using a Graph Encoder
	Strategy 1: Using a Graph Encoder
	Strategy 2: Using a Sequential Language to Describe Molecules
	Strategy 2: Using a Sequential Language to Describe Molecules
	Strategy 2: Using a Sequential Language to Describe Molecules
	Agenda
	Agenda
	Text-to-Molecule Retrieval
	A Bi-Encoder Architecture
	Data
	Rank Ensemble
	Performance of Text2Mol
	Association Rules from Token to Chemical Substructure
	Case Study: Correct Predictions
	Case Study: Incorrect Predictions
	Take-Away Messages
	Agenda
	Molecule Generation and Molecule Captioning
	What if we do not have massive paired (molecule, text) data?
	What if we do not have massive paired (molecule, text) data?
	More Details of MolT5
	Performance of MolT5
	Case Study: Molecule Captioning
	Case Study: Molecule Generation
	Take-Away Messages
	Agenda
	How do off-the-shelf LLMs perform in chemistry tasks?
	How do off-the-shelf LLMs perform in chemistry tasks?
	How do off-the-shelf LLMs perform in chemistry tasks?
	How do off-the-shelf LLMs perform in chemistry tasks?
	How do off-the-shelf LLMs perform in chemistry tasks?
	How do off-the-shelf LLMs perform in chemistry tasks?
	How do off-the-shelf LLMs perform in chemistry tasks?
	Observation
	Performance of LlaSMol
	Performance of LlaSMol
	Take-Away Messages
	Agenda
	Representing Crystals
	Using Natural Language to Describe Crystals
	Fine-tuning Tasks: Generation and Infilling
	Performance of CrystalLLM
	Performance of CrystalLLM
	Take-Away Messages
	Thank You!

