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Content

• SpaBERT
o Encoder-only model, learn spatial representations of geo-entities for 

down stream tasks
• GeoLM

o Contrastive learning between natural language and SpaBERT
• UrbanGPT

o Spatio-temporal model, prediction task only.
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SpaBERT

• Context helps understanding the central token
o Linguistic context: 

 The scientist's explanation was so convoluted that even the students with 
the best grades struggled to understand it. 

o Surrounding geo-entities also help
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SpaBERT

• Problem setting
o Generate a contextualized representation for each entity 𝑔𝑔𝑖𝑖

 Set of geo-entities 𝑆𝑆 = {𝑔𝑔1,⋯ ,𝑔𝑔𝑙𝑙}, 𝑔𝑔𝑖𝑖 = (𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛, 𝑙𝑙𝑙𝑙𝑙𝑙)
 Spatial context of entity 𝑔𝑔𝑝𝑝: 𝑆𝑆𝑆𝑆 𝑔𝑔𝑝𝑝 = {𝑔𝑔𝑛𝑛1 ,⋯ ,𝑔𝑔𝑛𝑛𝑘𝑘}, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑔𝑔𝑝𝑝,𝑔𝑔𝑛𝑛𝑖𝑖 < 𝑇𝑇
 Didn’t use graph encoder

o Use pretrained entity representation in downstream tasks
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SpaBERT

• Linearizing neighboring geo-entity names as pseudo sentences

• Encoding spatial relations
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SpaBERT
• Pretraining tasks

o Masked Language Modeling (MLM)
 Re-complete randomly masked partial entity names given spatial coordinates

o Masked Entity Prediction (MEP)
 Predict the full entity name given spatial coordinates and context.

o Pretraining Data
 OpenStreetMap(OSM), randomly select entities as pivots and construct pseudo 

sentences
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SpaBERT

• Downstream tasks
o Geo-entity classification
o Geo-entity link prediction

• Experiments:
o Entity Classification
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SpaBERT

• Experiment
o Unsupervised Link Prediction

 A set of entities from Wikidata, and the another larger set from 
USGS.

 Do mapping from Wikidata to USGS using cosine similarity.
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GeoLM

• Main Idea
o It is unclear if LLM can be strengthened by aligning the pseudo 

sentences with linguistic descriptions.
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GeoLM
• How?

o Construct geo-corpus from Wikidata.
o Construct pseudo sentences from OSM following SpaBERT
o Train LLM using MLM loss
o Contrastive learning
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GeoLM

• How?
o Tokenize natural language and pseudo sentences in a single framework.
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GeoLM

• Pretraining corpus
o Geographical: OpenStreetMap(OSM)
o Natural language: Wikidata

• Pretraining tasks
o Contrastive learning

o Masked Language Modeling(MLM)
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GeoLM

• Experiments
o Entity-name recognition

 Predict B(begin of entity), I(Inside entity), 0(non-entity) for each 
token

o Entity linking
 Identify the inputs of the same entity from different sources

o Geo-entity classification
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GeoLM

• Entity name recognition
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GeoLM

• Entity Linking
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GeoLM

• Entity classification
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UrbanGPT
• Main Idea 

o The previous research focus only on spatial-level.
o Directly applying LLM on sptio-temporal data = inferior zero-shot performance
o It is necessary to take temporal dependencies into finetuning.
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UrbanGPT

• Problem setting
o Spatio-temporal data: 𝑋𝑋 ∈ 𝑅𝑅𝐴𝐴×𝑇𝑇×𝐹𝐹 (area, time, feature)
o Spatio-temporal forecast: 
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UrbanGPT

• Overview 
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𝐿𝐿𝑐𝑐 for 
classification tasks

UrbanGPT

• Spatio-Temporal Dependency Encoder

• Model optimization

Residual connection
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UrbanGPT

• Experiments
o Zero-shot
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UrbanGPT

• Supervised Learning
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Rethinking

• How to appropriately represent data is the key question when applying 
LLM for specific domain.

• Typically, aligning domain-specific data with natural language description 
could enhance the model performance.

• If you have a self-designed encoder, finetuning encoder only is all you need.
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