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Midterm Project Report (Due 3/30)

2

• The report should include task definition, related work, method, preliminary 
results, unfinished parts, and a timeline to finish them.

• The report should be 4-6 pages (ACL 2024 template, excluding references).
• Feel free to reuse any content from your proposal.

• Submit your review as a single PDF file on Canvas. Each group only needs to 
submit one report.



Agenda
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• TaBERT: Masked Language Modeling for Table Cell Representation
• TableLlama: Instruction Tuning for Table QA
• UniHGKR: Instruction Tuning for Table Retrieval
• TabPFN: A Tabular Foundation Model for Missing Value Prediction



Agenda
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• TaBERT: Masked Language Modeling for Table Cell Representation
• TableLlama: Instruction Tuning for Table QA
• UniHGKR: Instruction Tuning for Table Retrieval
• TabPFN: A Tabular Foundation Model for Missing Value Prediction



Motivation: Natural Language Interfaces over Tabular Data
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• Input (Query): Show me flights from 
Pittsburgh to Seattle

• Input (Tabular Data):

• Output (SQL):

• Input (Query): Which US city has the 
largest GDP?

• Input (Tabular Data):

• Output (SQL):



Motivation: Natural Language Interfaces over Tabular Data
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• We should expect an encoder-decoder architecture.

• How to encode tabular data?

Seq2SQL: Generating Structured Queries from Natural Language using Reinforcement Learning. arXiv 2017.

Show me flights from 
Pittsburgh to Seattle

Encoder D
ec

od
er



TaBERT: Encoding Process

7TaBERT: Learning Contextual Representations for Natural Language Utterances and Structured Tables. ACL 2020.
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TaBERT: Encoding Process

10TaBERT: Learning Contextual Representations for Natural Language Utterances and Structured Tables. ACL 2020.



TaBERT: Pre-training Tasks
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• Masked Column Prediction (MCP): Randomly select 20% of the columns in an input 
table, masking their names (e.g., Year) and data types (e.g., real) in each row linearization. 
The model needs recover the names and data types of masked columns using column 
representations.

• Cell Value Recovery (CVR):  For each masked column, the model predicts the original 
tokens of each cell using its cell representation.

• TaBERT-Base and TaBERT-Large are pre-trained from uncased BERT-Base and BERT-
Large, respectively.

TaBERT: Learning Contextual Representations for Natural Language Utterances and Structured Tables. ACL 2020.

https://github.com/facebookresearch/TaBERT 

https://github.com/facebookresearch/TaBERT


How to select the rows?
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• “K = 3”: select the top-K rows in the input table that have the highest n-gram overlap 
ratio with the utterance

• “K = 1”: create a synthetic row by selecting the cell values from each column that have 
the highest n-gram overlap with the utterance

• Motivation:  include as much information relevant to the utterance as possible



Performance of TaBERT
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Ablation Studies
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Linearization Pre-training Tasks



Take-Away Messages
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• Feed natural language utterances, column names, column types, and cell values together 
into a BERT model for MLM

• Use masked column prediction and cell value recovery to replace masked token 
prediction

• Good column and cell representations benefit text-to-SQL generation

• Limitations

• Only test the model performance in the text-to-SQL generation task.

• The model should be able to perform missing cell value prediction (one of the pre-
training tasks) as well, but the performance is unknown.

• How about other table tasks?



Agenda
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• TaBERT: Masked Language Modeling for Table Cell Representation
• TableLlama: Instruction Tuning for Table QA
• UniHGKR: Instruction Tuning for Table Retrieval
• TabPFN: A Tabular Foundation Model for Missing Value Prediction



Instruction-Tuning LLaMA for Table Tasks
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Instruction-Tuning LLaMA for Table Tasks
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• Relation Extraction: Predict the correct relations between two selected columns of the table

• Entity Linking: Link the selected entity mention in the table cells to the entity in the knowledge 
base

• Schema Augmentation: Populate the possible headers for a table, given the table caption and the 
seed table header

TableLlama: Towards Open Large Generalist Models for Tables. NAACL 2024.



Instruction-Tuning LLaMA for Table Tasks
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• Highlighted Cells QA: Answer the given question based on the given table and the highlighted 
cells

• Table Fact Verification: Distinguish whether the given statement is entailed or refuted by the 
given table

• Table QA: Answer the question given the table

TableLlama: Towards Open Large Generalist Models for Tables. NAACL 2024.



Instruction-Tuning LLaMA for Table Tasks
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• Table Grounded Dialogue Generation: Generate response based on the given dialogue history 
and the given table

• Highlighted Cells description: Generate the language description given table cells

• Hybrid Table Passage QA: Answer the question given tables and passages

TableLlama: Towards Open Large Generalist Models for Tables. NAACL 2024.



The TableInstruct Dataset
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https://huggingface.co/datasets/osunlp/TableInstruct 

https://huggingface.co/datasets/osunlp/TableInstruct


How to handle large tables (i.e., long context)?
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• Use LongLoRA to fine-tune LLaMA-2

LongLoRA: Efficient Fine-tuning of Long-Context Large Language Models. ICLR 2024.



Performance of TableLlama: In-domain Tasks
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• By simply fine-tuning a large language model on TableInstruct, TableLlama can achieve 
comparable or even better performance on almost all the tasks without any table pre-training or 
special table model architecture design.

• In particular, TableLlama displays advantages in table QA tasks.

• TableLlama achieves better performance on in-domain tasks compared with closed-source LLMs.



Performance of TableLlama: Out-of-domain Tasks
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• By comparing with the base model, TableLlama can achieve 5-44 points gain on 6 out-of-domain 
datasets, which demonstrates TableInstruct can enhance the model’s generalization ability.



Ablation Study
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• The model trained on table-based QA tasks generalizes better than that trained on other tasks.

• Incorporating other tasks helps enhance the model’s underlying generalization ability within the 
same task category.

• Individually fine-tuning models on tasks that are highly different from others tends to make 
models overfit and hardly generalize to others. 



Take-Away Messages
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• Use various table-related tasks to instruction-tune a LLaMA model for jointly dealing 
with text and tables

• Achieve comparable or even better performance on almost all the tasks without any 
special table model architecture design, particularly in table QA tasks

• Outperform closed-source LLMs in in-domain tasks

• Limitations

• Still consistently underperform closed-source LLMs (e.g., GPT-3.5, GPT-4) in out-of-
domain tasks

• Need tricks (i.e., LongLoRA) to handle large tables; may not be able to handle super 
gigantic or a large collection of tables 



Agenda
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• TaBERT: Masked Language Modeling for Table Cell Representation
• TableLlama: Instruction Tuning for Table QA
• UniHGKR: Instruction Tuning for Table Retrieval
• TabPFN: A Tabular Foundation Model for Missing Value Prediction



What if you have many information sources for QA?
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• Structured retrieval-augmented 
generation (RAG)

• When you have multiple tables OR 
infoboxes OR KG entities/relations, 
you need to perform retrieval on a 
single data type.

• When you have multiple tables 
AND infoboxes AND KG 
entities/relations, you need to 
perform unified retrieval on 
multiple data types.



UniHGKR: Pre-training a Unified Retriever

29UniHGKR: Unified Instruction-aware Heterogeneous Knowledge Retrievers. NAACL 2025.



UniHGKR: Pre-training a Unified Retriever

30UniHGKR: Unified Instruction-aware Heterogeneous Knowledge Retrievers. NAACL 2025.



UniHGKR: Pre-training a Unified Retriever

31UniHGKR: Unified Instruction-aware Heterogeneous Knowledge Retrievers. NAACL 2025.



Data-Text Pair Collection

32



Instructions

33

https://huggingface.co/datasets/ZhishanQ/CompMix-IR 

https://huggingface.co/datasets/ZhishanQ/CompMix-IR


Performance of UniHGKR: Retrieval with a “Small” Model
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Performance of UniHGKR: Retrieval with a “Large” Model
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Performance of UniHGKR: Retrieval-Augmented QA

36Leveraging Passage Retrieval with Generative Models for Open Domain Question Answering. EACL 2021.



Take-Away Messages
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• Use various table/infobox/KG-text pairs to instruction-tune a retriever for retrieving 
heterogeneous knowledge to facilitate QA

• Outperform retrieval baselines in (1) retrieving evidence from all types of knowledge; 
and (2) retrieving type-specific evidence with different model sizes

• Benefit open-domain QA

• Limitations

• Users might want to instruct the retriever to return a combination of evidence 
from multiple knowledge sources, such as text and tables.

• More modalities such as image, audio and interleaved image and text can be 
considered and incorporated, possibly using the Mixture-of-Experts architecture.



Agenda
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• TaBERT: Masked Language Modeling for Table Cell Representation
• TableLlama: Instruction Tuning for Table QA
• UniHGKR: Instruction Tuning for Table Retrieval
• TabPFN: A Tabular Foundation Model for Missing Value Prediction



Pre-training a Tabular Foundation Model

39Accurate Predictions on Small Data with a Tabular Foundation Model. Nature 2025.



How to collect synthetic data?

40Accurate Predictions on Small Data with a Tabular Foundation Model. Nature 2025.



Fitting Simple Functions

41Accurate Predictions on Small Data with a Tabular Foundation Model. Nature 2025.



Comparison with Baselines

42Accurate Predictions on Small Data with a Tabular Foundation Model. Nature 2025.

A pioneering work that uses foundation models/pre-
training to beat traditional baselines for tabular data 

(e.g., RF, XGBoost, LGBM)!!!



Model Robustness

43Accurate Predictions on Small Data with a Tabular Foundation Model. Nature 2025.



Thank You!
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