
LLMs for Research: 
Content Generation
Ethan Tran
April 3rd, 2025



Agenda

● Mapping the Increasing Use of LLMs in Scientific 
Papers 

● Monitoring AI-Modified Content at Scale: A Case Study 
on the Impact of ChatGPT on AI Conference Peer 
Reviews 

● NExT-GPT: Any-to-Any Multimodal LLM 



Problem Overview and Implications

● Rapid adoption of LLM 
assistance in academic 
writing and review.

● Growing need to identify 
and quantify LLM modified 
content across different 
disciplines. 

Estimated Fraction of LLM-Modified Sentences in Abstracts across Academic Writing 
Venues over Time

Image Credit: Liang et al. (2024). “Mapping the Increasing Use of LLMs in Scientific Papers.” arXiv:2404.01268.



Mapping the Increasing Use of LLMs in 
Scientific Papers: Background

● Previous proposed methods for GPT Detectors
○ Zero-shot approach
○ Binary Classification
○ Watermarking*



Mapping the Increasing Use of LLMs in 
Scientific Papers: Background

● Questions of both robustness and reliability still remained
○ Overfitting to a specific LLM
○ Possible circumventions
○ Bias against non-native English Speakers

● Introduction to a probabilistic method to classify LLM-modified 
content.



Distributional LLM Quantification: Idea

● Proposed statistical 
method to estimate the 
proportion of LLM modified 
content.

● Maximum likelihood 
estimation based on token 
occurrences. 

Word Frequency Shift in arXiv Computer Science abstracts over 14 years



Distributional LLM Quantification: Generating 
Training Data
● Data collected from arXiv, bioRxiv, and Nature portfolio.

○ 2,000 samples from each from Jan 2020 - Feb 2024.
● A two stage approach to generate LLM produced data

○ Step 1: Given a paper known not to have LLM 
modifications, use an LLM to generate a bulleted list 
summary.

○ Step 2: Use an LLM (gpt-3.5) to generate a paragraph 
based on that outline.



LLM prompt



Distributional LLM Quantification: Mathematical 
Formulation



Data Split, Model Fit and Evaluation 

● Separate models for 
abstracts and introductions.

● Model fitted on data from 
2020 and validated with data 
from 2021 on.
○ Grouped between pre and 

post ChatGPT era
● Ability to construct a 

validation set for a ground 
truth α.





Results



Relationships: Posting Frequency and LLM Usage

● Papers by authors with ≥3 
preprints exhibit higher 
LLM-modified content.
○ Shown that 19.4% of 

sentences were modified 
by AI, compared to 15.6% 
for authors with <3 
preprints.

○ Results are constant across 
sub-categories of CV, ML, 
and Computation.



Relationships: Paper Similarity and LLM Usage

● Papers embedded as vectors 
and grouped by similarity 
score.
○ “More similar” papers had 

~22.2% LLM modification vs. 
~14.7% for “less similar.”

○ Consistent trends observed 
across sub-categories



Relationships: Paper Length and LLM Usage

● Shorter papers (≤5,000 words) 
exhibit higher LLM-modified 
content compared to longer 
papers
○ Abstracts of shorter papers 

showed ~17.7% modification 
vs. ~13.6% for longer papers.

○ Trend holds for 
sub-categories such as 
cs.CV and cs.LG, but not for 
cs.CL.



Limitations

● Solely focuses on ChatGPT.
○ The framework might not fully capture nuances from other 

LLMs
● Increased LLM research

○ Research on LLMs after ChatGPT’s release might inadvertently 
affect the method’s accuracy.

● Language Shifts
○ Prior work shows some detection methods might mistakenly 

flag texts by non-native speakers
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A Case Study on the Impact of ChatGPT on AI 
Conference Peer Reviews
● Context and Motivation

○ Study focuses on the use of LLM assistance in the peer review 
process.

○ Examines how AI influences the quality of evaluation
● Uses the distributional GPT quantification framework.
● Paper explores further relationships between various 

circumstances and AI use.



Method Overview and Validation

● AI corpus is 
generated directly 
from paper and 
prompts



Data Collection and Evaluation on Validation Set



Further Evaluation



Comparison to Instance-Based Detection Methods

● Benchmarking against 
recently published AI 
detection methods
○ GPT quantification shown 

to be optimal in reducing 
prediction error.

○ 10 million times more 
computationally efficient 
during inference time 

○ Robustness to 
Proofreading

Amortized inference computation cost per 32-token sentence in GFLOPs



Results of Real Reviews

● Addresses main question of case study



Detection of Outputs based off Outline

● Uses the same two-stage 
approach as discussed in first 
paper:
○ Create review outline 

while reading paper
○ Feed outline into LLM 

● Uses same distributional 
framework to predict ⍺. Skeleton generated LLM Reviews



Relationships and Trends

1. Deadline Effect
2. Reference Effect
3. Lower Reply Rate 

Effect
4. Homogenization 

Effect
5. Low Confidence 

effect 
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Key Limitations

● Potential Confounding Factors:
○ Variations in review guidelines, changes in reviewer 

demographics, etc.
● Synthetic Validation Limitations

○ Synthetic data may still not fully capture complexity of real 
world limitations
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Key Motivation

● Develop a general-purpose multimodal LLM that can accept 
inputs and deliver outputs in any combination of modalities
○ Overall goal is to mimic human-like any-to-any modalities



NExT-GPT: An Overall Look



NExT-GPT: An Overall Look

● Multimodal Encoding Stage
○ Leverages well-established models to encode inputs (ImageBind)

● LLM Understanding and Reasoning Stage
○ Outputs textual response directly and instructions to encoding 

layer  (Vicuna 7B-v0)
● Generation Stage

○ Routes instruction signal from LLM stage and synthesizes content 
for output (Stable Diffusion, Zeroscope, AudioLDM)



Multimodal Alignment Learning

● Each input has its own 
feature space
○ Must all be mapped into 

a single compatible 
space

○ Signals produced by the 
LLM must be accurately 
communicated to 
encoders

○ Must be able to do so 
quickly and efficiently



Encoding-side Alignment

● Different modalities are typically represented using patch-based or 
grid-based features.

● Introduce learnable concept tokens
○ Act as intermediary representations and grouped into concepts
○ Representations are fed into ‘frozen’ LLM to train conversions



Decoding-side Alignment

● Intermediary LLM output produces signal (instruction) token.
● Utilizes a special set of tokens to guide output projection layers

○ Only projection layers are fine tuned.
○ Loss function penalizes the model for deviating from correct 

caption.



Experiment Setup

● Utilizes specially curated modality switching instruction tuning 
“Test+X” dataset (MosIT)
○ Constructed as an (INPUT, OUTPUT) pair,
○ Quantitative metrics for text outputs, and image/video quality 

used.



Results



Impact of Signal Tokens and Grouping Mechanisms





Limitations

● GPT is constrained by the quantity of fine-tuned data as well as 
the quality of the off the shelf models used.
○ The possibility of low quality responses and hallucinations still 

imminent.



Conclusion

● In this presentation, we quantified the usage Large Language 
Models in the academic sphere at a macro level.
○ Quantified the usage in academic papers and peer reviews in 

various fields.
○ Analyzed the relationship of various circumstances and the 

rate of usage.
● We studied the development of a human-level AI Agent

○ Studied the end-to-end architecture of a MM-LLM and its 
utilization of mainstream encoders and decoders.

○ Further examined an efficient fine tuning processes to ensure 
proper alignment of transformers. 



Questions?


