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The Peer Review Challenge

1. Inconsistency:  Two reviewers can have completely different opinions.
2. Reviewer Fatigue: Too many submissions, too few experts.
3. Quality Issues: Reviews can be shallow, generic, or even toxic.
4. Delays: Turnaround time is long, which can slow down progress.

Studies show that 30% of reviews are considered unhelpful or low 
quality by authors. (ACL,NeurIPS)



Enter Large Language Models

What if LLM’s could:

● Write first-pass reviews for submissions.
● Critique low-quality reviews.
● Model entire peer-review systems to study bias.

Benefit of LLM’s:

● Pretrained on academic text.
● Can reason, summarize, and critique.

There is growing acceptance that human peer review is flawed and irreplaceable… so far.



This Talk - Three Directions

Paper Year LLM Role Task

Liang et al. 2023 Reviewer Can GPT-4 generate useful feedback?

Du et al. 2024 Meta-Reviewer Can LLM’s critique human reviews?

Jin et al. 2024 Simulator Can LLM’s help us simulate and study peer 
review systems?



Can large language models provide 
useful feedback on research papers? 

A large-scale empirical analysis.
Weixin Liang, Yuhui Zhang, Hancheng Cao, et al.

Paper 1



Paper 1 - Motivation

● Scientific progress depends on feedback and critique.

● Effective feedback leads to the emergence of new theories by connecting individual ideas

● Feedback is laborious, resource-intensive, and complex.

● Also limited by the exponential growth in publications and specialization.

● Feedback traditionally through conferences and peer review.

● 100M researcher hours and $2.5B US dollars in a single year.

● Meanwhile, ICLR 960 (2018) → 4966 (2023)



Paper 1 - Introduction

● Review quality suffers from inconsistency and subjectivity.
● Reviewer quality suffers from fatigue and delay. 
● LLMs can address all of these issues.
● LLMs used for paper screening, error identification, checklist validation

First large-scale systematic analysis characterizing the potential reliability and credibility of 
leveraging LLM for generating scientific feedback

GPT-4 based scientific feedback generation pipeline that takes the raw PDF of a paper and 
produces structured feedback

Investigate the effectiveness of GPT-4 in generating feedback for scientific papers. 



Paper 1 - Introduction

Input PDF → extract title, abstract, figure/table captions, and main text to construct prompt →
Prompt GPT-4 to provide structured comments with four sections following leading feedback structure



Paper 1 - Introduction

To evaluate informativeness of GPT-4 feedback: retrospective analysis & prospective user study.

Retrospective Analysis

● Apply pipeline to papers assessed by human reviewers, then compare LLM and human feedback.
● Assess degree of overlap between key points and compare topic distribution
● Two datasets containing full-text papers, meta information, and peer reviews (2022+, Nature/ICLR)
● 8,745 human comments for 3,096 accepted papers across 15 Nature family journals (breadth)
● 6,505 human comments for 1,709 papers from the ICLR (depth)

Prospective User Study

● Researchers invited to evaluate quality of GPT-4 feedback on their authored papers.
● 308 researchers from 110 US institutions in AI to computational biology. 

Investigate the effectiveness of GPT-4 in generating feedback for scientific papers. 



Paper 1 - Key Results

Extractive text summarization → semantic text matching 



Paper 1 - Results

● 57.55% of comments raised by GPT-4 were raised by at least one human reviewer.
● When comparing GPT-4 raised comments to each individual reviewer:

○ 30.85% overlap. Degree of overlap between two humans was 28.58%
○ Indicates the overlap between LLM and human is comparable to human and human.

● GPT-4 vs human - hit rate
● GPT-4 (shuffle) indicates feedback 

from randomly chosen paper. See if
GPT-4 produces paper-specific reviews.

LLM can generate non-generic feedback

LLM feedback significantly overlaps with human-generated feedback



Paper 1 - Results

● Comments identified by multiple human reviewers are more likely to be
echoed by LLMs.

● Single reviewer - 11.39% chance of being identified by LLMs,
increased to 20.67% for comments raised by two reviewers, 
and further to 31.67% for three or more reviewers.

● LLMs are more likely to identify common issues or flaws 
that are consistently recognized by reviewers

LLM feedback emphasizes certain aspects more than humans 

● LLM comments on implications of research 7.27x more frequently than humans
● LLM is 10.69x less likely to comment on novelty compared to humans
● Circle size indicates the prevalence of each aspect in human feedback

LLM is consistent with humans on major comments 



Paper 1 - Results

● Survey on how helpful LLM feedback is in improving their work or understanding of a subject
● 50.3% helpful, 7.1% very helpful. 
● 17.5% considered it inferior, 20.1% same, and 20.4% more to human feedback.

● 50.5% of researchers would reuse the system, and expressed optimism about potential improvements 
to the traditional human feedback process.

● 65.3% of participants think LLM feedback offers perspectives that have been underemphasized by 
humans

Researchers find LLM feedback helpful



Paper 1 - Limitations

● “Potential Reasons are too vague and not domain specific.” 
● “GPT cannot provide specific technical areas for improvement, making it potentially difficult to 

improve the paper.” 
● Future direction to improve the LLM based scientific feedback system is to push the system 

towards generating more concrete and actionable feedback, e.g. through pointing to 
specific missing work and experiments to add

The most important limitation is its ability to generate specific and actionable feedback



LLMs Assist NLP Researchers: 
Critique Paper (Meta-)Reviewing

Jiangshu Du, Yibo Wang, Wenting Zhao, et al.

Paper 2



Paper 2 - Introduction

● Claim: This work is not advocating the use of LLMs for paper (meta-)reviewing. 
● Present a comparative analysis to identify and distinguish LLM activities from human 

activities. 
● Two research goals: 

○ Enable better recognition of instances when someone implicitly uses LLMs for reviewing 
activities; 

○ Increase community awareness that LLMs, and AI in general, are currently inadequate 
for performing tasks that require a high level of expertise and nuanced judgment.

How can LLMs potentially assist researchers in alleviating their heavy workload? 

Analyze the capabilities of LLMs in assisting with paper reviewing and meta-reviewing tasks



Paper 2 - Introduction

● Examine the effectiveness of LLM in assisting paper (meta-)reviewing and its recognizability.
● Constructed the ReviewCritique dataset:

○ NLP papers with both human-written and LLM-generated reviews (initial submissions)
○ Each review has deficiency labels and corresponding explanations annotated by experts

● Explores two threads of research questions:
○ LLMs as Reviewers - LLM vs human reviews, quality and distinguishability 
○ LLMs as Meta-Reviewers - Can LLMs identify deficiencies and unprofessional segments

LLMs Assist NLP Researchers



Paper 2 - Introduction

● Still takes years train a qualified, domain-specific expert researcher.
● Researchers face increasing challenges with more papers to read, to beat, to write, and to review.

What is the potential for LLMs to work as researchers to alleviate their heavy and 
unhealthy workload?

● Threefold Contribution:
○ ReviewCritique dataset serves as a valuable resource for future research.
○ Quantitative comparison of human and LLM paper reviews at the sentence level.
○ Analysis of LLMs’ potential as both reviewers and meta-reviewers.



Paper 2 - Curated Dataset

● Papers are selected on the following criteria:
○ Only consider NLP papers, requires recruitment of domain specific annotators.
○ Publicly accessible human-written reviews.
○ Equal distribution of accepted and rejected papers 

■ to investigate review pattern discrepancies based on the final acceptance/rejection.
● 100 papers from OpenReview (ICLR, NeurIPS, 2020-2023) 
● 3-5 complete individual reviews, meta-reviews, and author rebuttals.
● Annotators flag papers that may have AI-written reviews.



Paper 2 - Curated Dataset

● To compare human and LLM reviews, select subset of 20 papers from 100. Equal accept/reject.
● Annotations are time-consuming, 20 allows for sufficient statistical comparison.
● Utilize three sota closed-source LLMs - GPT-4, Gemini-1.5, Claude Opus.
● Each LLM generates three reviews using prompts that include:

○ Standard ICLR review guidelines
○ Randomly chosen human-written reviews
○ A generation template in ICLR 2024 format

●



Paper 2 - Curated Dataset

● Group of senior NLP researchers with rich Area Chairing experience, define Deficient review 
segments as follows: 

○ Sentences that contain factual errors or misinterpretations of the submission. 
○ Sentences lacking constructive feedback. 
○ Sentences that express overly subjective, emotional, or offensive judgments, such as 

“I don’t like this work because it is written like by a middle school student.” 
○ Sentences that describe the downsides of the submission without supporting evidence, 

for example, “This work misses some related work.”
● Annotators consist of 40 NLP researchers all with multiple first-authored publications in top tier 

NLP venues. 16 PHD, 11 faculty members, 15 served as area chair

Data Annotation



Paper 2 - Curated Dataset

● Annotation conducted on both human and LLM reviews following these steps:
○ Paper Selection: Annotators were allowed to choose papers that aligned with their 

expertise and interests
○ Awareness of Review Scope: Assessment focuses on reviews before rebuttal phase (first 

submission)
○ Segment-Level Annotation: Reviews were segmented by sentence. Label each segment 

whether it is Deficient, and provide an explanation if it is.
● Disagreements in annotations resolved by senior expert with AC experience.
● Six-month data collection process.

Data Annotation continued.



Paper 2 - Curated Dataset
LLM-generated reviews contain more Deficient instances compared to human reviews



Paper 2 - Curated Dataset

ReviewCritique differs from previous works

● Sentence level
● Annotators read first-submission, meta reviews,

all reviews, and rebuttals

Benchmarking LLMs as responsible meta-reviewers

Novelty of ReviewCritique



Paper 2 - Experiments

Compare LLM and human reviews by:

● Fine-grained error types if Deficient
● Fine-grained analysis for each component

(summary, strength, weakness, writing)
● Considering review diversity. 

Deficient → 23 fine-grained error types:

LLMs as Reviewers



Paper 2 - Experiments

1. Summary: Relatively better than humans. 
Inaccurate summary segments: 0.19% vs 0.36% for all LLM vs human segments.
LLMs don’t suffer from error types like Summary Too Short or Copy-Pasted Summary.

2. Strengths: LLMs often accept authors’ claims without critical evaluation. 
53.2% of segments in LLM reviews Strengths section are simply rephrased.

3. Weaknesses: Most dominant type of error in LLM reviews.
“Need more experiments, generalizability, additional tasks, etc.”
Highlights importance of human expertise in identifying weaknesses.

4. Writing: LLMs may lack the ability to accurately judge writing quality
Consistently praise writing - 15% of papers flagged for writing by humans.

5. Recommendation Score: 1-10 rating similar to ICLR/NeurIPS system
LLMs average 7.43 (accepted) and 7.47 (rejected) 
Humans average 6.41 (accepted) and 4.81 (rejected)

LLMs as Reviewers cont. Fine-grained review analysis.



Paper 2 - Experiments
LLMs as Meta Reviewers

Labeling-All: (id, deficient or not, explanation) Ensemble: Both “No”
Select Deficient: (id, explanation)           Either “No”



Paper 2 - Weaknesses

● LLMs struggle to accurately judge the paper writing quality submission and tend to provide 

superficial reviews. 

● LLMs are prone to generate out of scope reviews indicating a tendency to hallucination

● ReviewCritique focuses on the textual information from the submissions and does not 

include figures, tables, or other visual elements.

● Dataset is restricted to NLP domain. Could expand to other domains to test generalizability. 

● Focuses on pre-rebuttal/first-submission phase of peer review process. 



AGENTREVIEW: Exploring Peer 
Review Dynamics with LLM Agents

Yiqiao Jin, Qinlin Zhao, Yiyang Wang, et al.

Paper 3



Paper 3 - Introduction

● AGENTREVIEW - the first large language model (LLM) based peer review simulation framework. 
● LLMs are capable of:

○ Realistic simulations of societal environments.
○ Providing high quality feedback on academic literature.

● AGENTREVIEW is open and flexible, captures the multivariate nature of peer review
● Features customizability:

○ Characteristics of reviewers, authors, and ACs
○ Reviewing mechanisms

This adaptability allows for the exploration and disentanglement of the distinct roles in peer review.

LLM based peer review simulation framework



Paper 3 - Introduction



Paper 3 - Framework

AGENTREVIEW integrates three roles – reviewers, authors, and ACs. All powered by LLM agents.

Reviewers:

● Commitment - reviewer’s dedication and responsibility. Carefully constructed feedback.
● Intention - motivation behind the reviews. Reviewer may have biases/conflict of interests.
● Knowledgeability - reviewer’s expertise in domain. 

Responsible/Irresponsible, Benign/Malicious, Knowledgeable/Unknowledgeable 

These categorizations are set by prompts and fed into our system as fixed characteristics



Paper 3 - Framework

Authors: Submit papers and provide rebuttals to initial reviews during Reviewer-AC period.

● Reviewers can be aware of authors’ identities due to public release, or can remain unknown.
● Allows exploration of anonymity on review process.

Area Chairs (ACs): Ensure integrity of the review outcomes.

● Multiple roles including facilitating reviewer discussions, synthesizing feedback into meta-reviews, 
making final decisions.

● Three styles of ACs based on their involvement strategies:
○ Authoritarian - dominate decision making, prioritizing their own evaluations over reviewers.
○ Conformist - rely heavily on reviewers’ evaluations, minimizing their own influence.
○ Inclusive - consider all available feedback to make well-rounded decisions.



Paper 3 - Framework

5 phase pipeline that simulates peer review process:

1. Reviewer Assessment: 
Three reviewers evaluate manuscript. No cross-influence between reviewers.
Significance and novelty, potential reasons for acceptance/rejection, suggestions for improvement, along with 
1-10 rating.

2. Author-Reviewer Discussion:
Respond to each review with a rebuttal document.

3. Reviewer-AC Discussion:
AC initiates discussion between reviewers asking them to reconsider and update reviews after rebuttals.

4. Meta-Review Compilation:
AC integrates insights from Phases I-III, their own evaluations, and ratings into a meta-review.
Provides synthesized assessment of manuscript’s strengths and weaknesses. 

5. Paper Decision:
AC reviews all meta-reviews and makes informed decision on acceptance/rejection. Adopt fixed rate of 32%.
AC makes decisions for batch of 10 papers and accepts ~ 3 to 4.

Review Process Design



Paper 3 - Framework
Five-phase pipeline



Paper 3 - Data Selection

The paper data for AGENTREVIEW is sourced from real conference submissions with four criteria:

1. Conference must have international impact. Papers have real world impact.
2. Papers must be publicly available
3. Quality of papers reflects real-world distribution. Accepted/Rejected.
4. Papers span a broad time range and cover variety of topics. 

Select ICLR due to its leading status and retrieve papers using OpenReview API (2020-2023)

350 rejected papers, 125 posters, 29 spotlights, 19 orals. 
Finally, extract title, abstract, figure and table captions, and main text → LLM agents.



Paper 3 - Results

● Baseline with no specific characteristics
● Start with replacing a normal reviewer with

responsible/irresponsible, then increase the
number of reviews.

● Agent-based reviewers demonstrate classic
phenomena in sociology such as:
Social influence, echo chamber, halo effects.



Paper 3 - Results

Social Influence: individuals in a group tend to revise their beliefs towards a common viewpoint.

● Across all settings std. declines after Reviewer-AC discussion indicating conformity.
● Emphasized when a highly knowledgeable reviewer is in discussion.

Reviewer Fatigue/Peer Effect: paper review is time consuming and unpaid. Reviewers often feel 
their voluntary efforts are unrecognized → reduced commitment, superficial assessments.

● Presence of just one irresponsible reviewer leads to decline in overall commitment.
● Average word count drops 18.7% between baseline and irresponsible
● One subpar reviewer can lower performance of others.



Paper 3 - Results

●

Highlights a noticeable decline in review ratings under influence of irresponsible reviewers.
2 irresponsible reviewers leads to drop of 0.25, 5.256 → 5.005
Baseline shows improvement in final ratings by 0.06, 5.053 → 5.110



Paper 3 - Results

● Despite efforts at matching expertise, review assignments are often imperfect or random.
● Recent surge in submissions leads to expansion of reviewer pool. 
● Less knowledgeable reviewers are 24% more likely to mention insufficient 

discussion or limitations.
● Expert reviewers address these basic aspects and also provide 6.8 % 

more critiques on experimental validation

● Distribution of reasons for rejection →

Reviewer Knowledgeability 



Paper 3 - Results

● Alignment between Reviews and Meta-reviews are
quantified by BERTScore and Embedding Sim.

● Inclusive ACs most aligned with Baseline
○ Demonstrates their effectiveness in 

maintaining integrity of the review process
by balancing different viewpoints.

● Authoritarian ACs have significantly lower 
correlation with Baseline.

○ Indicates decisions may be skewed by 
individual biases.

● Conformist ACs have high semantic overlap with 
Baseline but might lack independent judgement

Involvement of ACs



Paper 3 - Limitations

● AGENTREVIEW is unable to dynamically incorporate or adjust experimental results in response to 

reviewer comments during Reviewer-Author Discussion (Phase II) as LLMs lack capability to generate 

new empirical data.

● Analysis isolates and examines individual variables of the peer review process, such as reviewer 

commitment or knowledgeability. 

● Real world peer reviews involve multiple interacting dimensions.

● Simulation outcomes were not compared with actual peer review results.

● Use of baseline reviewer is challenging due to wide variability in human reviewer characteristics.

 



Thank you for listening. 
Any Questions?


