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Refresh from previous lecture…

• Encoder-only Transformers: BERT 

• (Extractive) question answering -> ternary 
classification

BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding 
https://yuzhang-teaching.github.io/CSCE689-S25/L2.pdf



Question Answering Task Overview

https://huggingface.co/tasks/question-answering

• Extractive QA: The 
model extracts the answer from 
a context. 

• Generative QA: The model 
generates the answer, usually 
with decoder-only architectures.  

• Open Generative QA: with 
context example 

• Close Generative QA: without 
context
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Why we need QA?

• Needs to evaluate the knowledge absorbed by LLM 

• Needs to compare intelligence between LLM and human



• Common solution 1: 

• Use experienced annotator to manually create Q/A pair 

• Very expensive! 

• Common solution 2: 

• Use existing models to perform extractive QA task on corpora 

• Can a new model trained on this dataset outperform the model creating it? 

• The extracted QA pair does not require reasoning to answer 

• Therefore… no large dataset require reasoning available!

How to build a QA dataset?



• Hybrid Solution (1+2)? 

• Use PubMed dataset as corpora 

• Step 1: manually label small portion 
of data  

• Step 2: automatically collect 
unlabelled data, and use agreement 
rate with the manual portion to 
validate collection 

• Step 3: automatically convert titles/
abstracts to question 

How to build a QA dataset?

PubMedQA: A Dataset for Biomedical Research Question Answering, EMNLP ‘19



• 3: automatically convert titles to question 

• Using fixed rule-based conversion based on [1] 

• Why not LLM?

How to build a QA dataset?

[1] Stanford CoreNLP parser (Manning et al., 2014)



• Use PubMed articles with  

• A statement title which has POS tagging structures 
of NP-(VBP/VBZ) 

• Noun phrase (NP) followed by verb in present 
tense 

• e.g. 1: The study suggests that…” (NP = The 
study, VBZ = suggests) 

• e.g. 2: “Findings indicate a correlation…” (NP = 
Findings, VBP = indicate) 

• And a structured abstract including a conclusive 
part.

Example datapoint in PubMedQA



• Fine-tune a few models using PubMedQA dataset 

• Show the model is stronger compared to baseline

How to show the dataset is useful?

BioBERT: a pre-trained biomedical language representation model for biomedical text mining, Bioinformatics ‘20

Vanilla Model
PQA-A

Phase I

PQA-L w/ 
Long answer

Phase II

Inference on PQA-U

Logit I.1

Filter PQA-U where 
any logit > threshold

Definition: 
- PQA-L (1k): Human annotator labeled 
- PQA-U (61k): Unlabeled 
- PQA-A (211k): Generated question using 

rule-based label 

Vanilla Model Phase I
PQA-A w/ 

Long answer
Phase I.1

PQA-U labeled

PQA-U labeled

Final Phase
PQA-L

{BioBERT, ESIM, BiLSTM}



Experimental results of SFT with PubMedQA
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Myth of math problem solving

• OpenAI’s 5 steps to AGI 

• L1: conversational AI 

• L2: reasoner: solving complex problems requiring advanced reasoning 

• Math == Reasoning?



Myth of math problem solving

• GSM8K: High school math problems, taking 2-8 steps to solve. 

https://paperswithcode.com/sota/arithmetic-reasoning-on-gsm8k



Chain-of-thought prompting

Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, NeurIPS ‘22

• Add intermediate steps in ICL example 

• Or even easier, add “show your steps” in prompt



A lesson from CV: data augmentation

A Simple Framework for Contrastive Learning of Visual Representations, ICML ‘20

• Augment one datapoint with different ‘view’ of it



MetaMath: augmenting math QAs

metamath: bootstrap your own mathematical questions for large language models, ICLR ‘24

• Augment one datapoint with different ‘view’ of it



How?

metamath: bootstrap your own mathematical questions for large language models, ICLR ‘24

• Question bootstrpping with LLM



• Answer bootstrapping with LLM

How?

metamath: bootstrap your own mathematical questions for large language models, ICLR ‘24

LLM

Reason 4Reason 3Reason 2Reason 1

Ans 1 Ans 2 Ans 3 Ans 4

Answer this question? x4



• One augmentation bring 18% accuracy increase on GSM8K

Experiment results of MetaMath

metamath: bootstrap your own mathematical questions for large language models, ICLR ‘24



• Reinforcement learning technique 

• Use LLM to generate reward for its own response [1]

Beyond data augmentation

[1] Self-rewarding language models, ICML ’24



• Reinforcement learning technique 

• Use LLM to generate rational for Q/A pair, and reward correct rationale [2] 

Beyond data augmentation

[2] STaR: Self-Taught Reasoner Bootstrapping Reasoning With Reasoning, NeruIPS ’22



• Value model to detect early stage error in chain-of-thought [3]

Beyond data augmentation

[3] OVM, Outcome-supervised Value Models for Planning in Mathematical Reasoning, NAACL ‘24



• LLM with RL 

• GPT-o1 achieves 83.3% accuracy on 
AIME@24 

• DeepSeek-R1 achieves 79.8% accuracy 
on AIME@24 

• GPT-4o achieves 13.4% on AIME@24

Beyond data augmentation

DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning



Takeaways

• Reasoning capability is important milestone to AGI 

• Both data augmentation and inference time techniques (CoT, ensemble, etc.) 
widely used to improve reasoning capability for LLMs 

• RL based methods further improve LLM’s reasoning capability
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Important question for generative QA

• How to evaluate a generated sentence? 

• With ground truth label (discussed last lecture) 

• Traditional NLP metrics  

• ROUGE, BLEU 

• Example:  

• Ref: ChatGPT did better than me in history exam 

• Pred: I am not as good as ChatGPT in my history test 

• ROUGE@1 = 0.31; ROUGE@2 = 0! 

https://huggingface.co/spaces/evaluate-metric/rouge



Important question for generative QA

• How to evaluate a generated sentence? 

• LLM metrics 

• BERTScore: use BERT’s [CLS] token embedding to calculate cosine 
similarity 

• Same example! 

• Ref: ChatGPT did better than me in history exam 

• Pred: I am not as good as ChatGPT in my history test 

• BERTScore Precision = 0.91; Recall = 0.89!

https://huggingface.co/spaces/evaluate-metric/bertscore



Important question for generative QA

• How to evaluate a generated sentence? 

• LLM metrics 

• GPTScore: assess the quality of generated sentence using pre-defined prompt template 

•  

•  is the probability of each token in the summary 

•  is the structured evaluation prompt 

• Measuring how certain the model is in terms of its generation 

• Example prompt 

• Generate a summary with as much semantic coverage as possible for the following text 
{source_text} \n Tl;dr {generated_summary}

GPTScore(h ∣ d, a, S) := Σm
t=1wt log p(ht ∣ h<t, T(d, a, S), θ)

p(ht ∣ h<t, T(d, a, S), θ)

T(d, a, S)

GPTScore: Evaluate as You Desire, NAACL ‘24



Important question for generative QA

• How to evaluate a generated 
sentence? 

• Without ground truth label (i.e. 
consistency, human preference, 
pick correct answer, etc.) 

• LLM-as-a-judge 

• Agreement rate on par with 
human-human agreement rate 

• Also works for BERTScore / 
GPTScore usecase

Judging LLM-as-a-Judge with MT-Bench and Chatbot Arena, NeruIPS ‘23



Better to Ask in English

• Framework for identifying Cross-lingual LLM performance degradation 

• Accessing Correctness, Consistency, and Verifiability 



Better to Ask in English

• Correctness: LLM evaluating Q/GT pair with generated answer in different 
language 

• Task: 4-classes classification (more comprehensive, less comprehensive, 
neither, contradictory)



Better to Ask in English

• Consistency: LLM generating a list of answers, use pre-defined metric to 
evaluate similarity 

• Metric: BERTScore, n-gram similarity, length, etc.



Better to Ask in English

• Verifiability: LLM decide if the answer is relevant to question 

• Q+A -> LLM -> Binary classification (correct vs. irrelevant)



Experiment results: Better to Ask in English

• Correctness: human verification is introduced for a subset of full test set to 
ensure the quality of automated evaluation



Experiment results: Better to Ask in English

• Consistency: degradation is common for all languages except English



Experiment results: Better to Ask in English



Discussion: Better to Ask in English

• Circulating argument? Is it a fair comparison to use a `performance degraded 
model` to evaluate result, which is later used to show there will be a performance 
degradation across different languages?  

• Choice of metric? Contextualized metric like BERTScore is designed for English. 
Length metric might not make sense.  

• BERT is pretrained on BookCorpus (EN only) and EN Wikipedia.  

• Think of the example of rewriting math questions. Rewriting can have very different 
length! 

• Would hallucination change depending on the language?  

• Hallucination: LLM generates seemingly plausible yet factually unsupported content

A Survey on Hallucination in Large Language Models: Principles, Taxonomy, Challenges, and Open Questions, Information Systems Vol. 1



Questions? Comments?


