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Project Proposal Deadline Change (2/16 → 2/23)
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• Reason: 2/15 is the deadline of the ACL 
conference, and many students are working 
on their paper submissions.



Agenda
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• Fundamental Scientific Information Extraction Tasks
• Named Entity Recognition: AIONER
• Relation Extraction: SciER

• Advanced Scientific Information Extraction Tasks
• Chemical Reaction Extraction: ReactIE
• Action Extraction: ActionIE



Agenda
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• Fundamental Scientific Information Extraction Tasks
• Named Entity Recognition: AIONER
• Relation Extraction: SciER

• Advanced Scientific Information Extraction Tasks
• Chemical Reaction Extraction: ReactIE
• Action Extraction: ActionIE



Recap: Named Entity Recognition
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• Named Entity Recognition (NER): Given a sentence, find entities (i.e., token 
spans) of certain types (e.g., chemical, disease, gene, species, variant, cell line).

• The BIO schema: B (beginning of an entity), I (in an entity), O (out of an entity)

• NER → predicting a label for each token in the sentence

… human complement factor H deficiency associated with hemolytic uremic syndrome …
DISEASE DISEASE

Input human complement factor H deficiency associated with

Output B-DISEASE I-DISEASE I-DISEASE I-DISEASE I-DISEASE O O



Real-World NER Datasets
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NCBI-disease [1] B-Disease, I-Disease, O Extract Disease

NLM-Chem [2] B-Chemical, I-Chemical, O Extract Chemical

Linnaeus [3] B-Species, I-Species, O Extract Species

BC5CDR [4]
B-Disease, I-Disease, B-
Chemical, I-Chemical, O

Extract Disease
and Chemical

[1] NCBI Disease Corpus: A Resource for Disease Name Recognition and Concept Normalization. Journal of Biomedical Informatics 2014.
[2] NLM-Chem, A New Resource for Chemical Entity Recognition in PubMed Full Text Literature. Scientific Data 2021.
[3] Linnaeus: A Species Name Identification System for Biomedical Literature. BMC Bioinformatics 2010.
[4] BioCreative V CDR Task Corpus: A Resource for Chemical Disease Relation Extraction. Database 2016.

…



Real-World NER Application
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• How to train an NER model using these datasets that can recognize all 
annotated entity types?

https://www.ncbi.nlm.nih.gov/research/pubtator3 

PubTator 3.0: An AI-Powered Literature Resource for Unlocking Biomedical Knowledge. Nucleic Acids Research 2024.

https://www.ncbi.nlm.nih.gov/research/pubtator3


Bad Solution 1: Directly Combining All Training Data Together
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NCBI-disease

NLM-Chem

Linnaeus

BC5CDR

B-Disease, I-Disease, B-
Chemical, I-Chemical, B-

Species, I-Species, O

Extract Disease, 
Chemical, and Species

Text in rats , nitrofurantoin causes pulmonary toxicity

Annotations
in Linnaeus

O B-Species O O O O O

Correct
Annotations

O B-Species O B-Chemical O B-Disease I-Disease

• Incorrect annotations (false negatives) used as training data!!



Bad Solution 2: Merging the Results of Each Entity Type
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NCBI-disease
B-Disease, I-Disease, O Extract Disease

NLM-Chem
B-Chemical, I-Chemical, O Extract Chemical

Linnaeus B-Species, I-Species, O Extract Species

BC5CDR (Disease)

BC5CDR (Chemical)

Merge

Text in rats , nitrofurantoin causes pulmonary toxicity

Prediction 
of Disease

O O O O O B-Disease I-Disease

Prediction 
of Chemical

O O O B-Chemical I-Chemical I-Chemical O

• Cannot handle conflicts among predictions!!



Why is the task non-trivial?
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• The meanings of “O” are different in different datasets.

NCBI-disease B-Disease, I-Disease, O O: NOT Disease

NLM-Chem B-Chemical, I-Chemical, O O: NOT Chemical

Linnaeus B-Species, I-Species, O O: NOT Species

BC5CDR
B-Disease, I-Disease, B-
Chemical, I-Chemical, O

O: NOT Disease
and NOT Chemical



Rewriting the Label “O”
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• Assume we have an annotated sentence from BC5CDR

• If we are just performing Chemical and Disease NER, we can adopt a “one-hot” 
representation of the ground truth.

Text in rats , nitrofurantoin causes pulmonary toxicity

Annotations O O O B-Chemical O B-Disease I-Disease

Text in rats , nitrofurantoin causes pulmonary toxicity

B-Chemical 0 0 0 1 0 0 0

I-Chemical 0 0 0 0 0 0 0

B-Disease 0 0 0 0 0 1 0

I-Disease 0 0 0 0 0 0 1

O 1 1 1 0 1 0 0



Rewriting the Label “O”
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• If we are performing all-type NER, “O” should be interpreted as “anything else”.

Text in rats , nitrofurantoin causes pulmonary toxicity

Annotations O O O B-Chemical O B-Disease I-Disease

Text in rats , nitrofurantoin causes pulmonary toxicity

B-Chemical 0 0 0 1 0 0 0

I-Chemical 0 0 0 0 0 0 0

B-Disease 0 0 0 0 0 1 0

I-Disease 0 0 0 0 0 0 1

B-Species 1 1 1 0 1 0 0

I-Species 1 1 1 0 1 0 0

O-All 1 1 1 0 1 0 0

Marginal Likelihood Training of BiLSTM-CRF for Biomedical Named Entity Recognition from Disjoint Label Sets. EMNLP 2018.



What if you have an annotated dataset for all-type NER?

13BioRED: A Rich Biomedical Relation Extraction Dataset. Briefings in Bioinformatics 2022.



What if you have an annotated dataset for all-type NER?
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NCBI-disease
B-Disease, I-Disease, O-Disease

NLM-Chem
B-Chemical, I-Chemical, O-Chemical

Linnaeus
B-Species, I-Species, O-Species

BC5CDR (Disease)

BC5CDR (Chemical)

Species-800

…

BioRED
B-Disease, I-Disease, B-Chemical, I-Chemical, B-Species, I-

Species, B-Gene, I-Gene, B-Variant, I-Variant, …, O-All 

AIONER: All-in-One Scheme-Based Biomedical Named Entity Recognition using Deep Learning. Bioinformatics 2023.



Supporting Both One-Type and All-Type NER
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• Prepend/append special tokens to the sentence to indicate your task

• For all-type NER (e.g., BioRED)

• For one-type NER (e.g., other training sets)

AIONER: All-in-One Scheme-Based Biomedical Named Entity Recognition using Deep Learning. Bioinformatics 2023.



Performance of AIONER

16AIONER: All-in-One Scheme-Based Biomedical Named Entity Recognition using Deep Learning. Bioinformatics 2023.



Multi-Task Learning vs. AIONER
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Encoder

CRF

Disease, Chemical, Species, Gene, 
Variant, Cell Line, All

Disease, Chemical, Species, Gene, 
Variant, Cell Line, All

Encoder

CRF

Disease, Chemical, Species, Gene, 
Variant, Cell Line, All

Disease All

CRF CRF

Chemical

…

Cross-Type Biomedical Named Entity Recognition with Deep Multi-Task Learning. Bioinformatics 2019.



Performance of AIONER

18AIONER: All-in-One Scheme-Based Biomedical Named Entity Recognition using Deep Learning. Bioinformatics 2023.



Take-Away Messages
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• Unlike general-domain NER, there are lots of partially-annotated datasets for scientific 
NER. Simple heuristics to combine these datasets together usually cannot work because 
of the ambiguity of the label “O”.

• Rewriting the label “O” in training sets makes partial annotations useful in both all-type 
and one-type NER.

• Limitation:

• AIONER still relies on at least one all-type annotated training set. If all training sets 
are partially typed, one should adopt marginal likelihood training of CRF.

• Marginal Likelihood Training of BiLSTM-CRF for Biomedical Named Entity Recognition from 
Disjoint Label Sets. EMNLP 2018.



Agenda
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• Fundamental Scientific Information Extraction Tasks
• Named Entity Recognition: AIONER
• Relation Extraction: SciER

• Advanced Scientific Information Extraction Tasks
• Chemical Reaction Extraction: ReactIE
• Action Extraction: ActionIE



Constructing an NER Benchmark for Computer Science

21SciER: An Entity and Relation Extraction Dataset for Datasets, Methods, and Tasks in Scientific Documents. EMNLP 2024.

• 3 types of entities: DATASET, METHOD, and TASK

• 9 types of relations



More Details of SciER
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https://github.com/edzq/SciER 

https://github.com/edzq/SciER


How to use LLM in-context learning to perform NER and RE?

23SciER: An Entity and Relation Extraction Dataset for Datasets, Methods, and Tasks in Scientific Documents. EMNLP 2024.



Retrieving In-Context Learning Examples

24SciER: An Entity and Relation Extraction Dataset for Datasets, Methods, and Tasks in Scientific Documents. EMNLP 2024.

• LLMs cannot take all annotated 
samples for in-context learning.

• Use sentence embeddings to retrieve 
the most similar annotated samples.

• Purely based on text
• No entity/relation information 

used to learn the embeddings



Performance of LLMs on SciER
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Joint: Joint ERE

Pipeline: NER→RE

Rel/Rel+: end-to-end 
RE performance

RE: RE performance 
given ground-truth 
NER results



Take-Away Messages
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• A new benchmark for Dataset, Method, and Task entity recognition from CS papers

• Annotations on full-text papers provide us with richer types of relations

• Provide a straightforward approach that uses LLM in-context learning for NER and RE

• LLMs with zero or a few examples still significantly underperform fully supervised SOTA.

• Limitations:

• No annotations of nested entities

• No annotations of N-ary relations

… alanine aminotransferase …

Chemical Gene



Agenda
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• Fundamental Scientific Information Extraction Tasks
• Named Entity Recognition: AIONER
• Relation Extraction: SciER

• Advanced Scientific Information Extraction Tasks
• Chemical Reaction Extraction: ReactIE
• Action Extraction: ActionIE



Chemical Reaction Extraction

28ReactIE: Enhancing Chemical Reaction Extraction with Weak Supervision. ACL 2023 Findings.

• Pre-define some attributes to be 
extracted (1st column)

• Product, Reactants, Reaction Type, 
Catalyst, … 

• Get the values of these attributes from 
text (2nd column)

• Some words need  necessary 
conversion (e.g., “oxidized”→ 
“oxidation”)

• No longer a sequence labeling task 

• (attribute, value) pairs also widely exist 
in other domains

• (Task, NER), (Metric, F1), …



Chemical Reaction Extraction as a QA Task
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• Context (scientific papers): Bromolysis of the C(sp2)-Si bond of 3 with NBS produced 
bromide 4 as a colorless solid …

• Question: What is the product of the chemical reaction in the text?

• Answer: bromide 4

you can replace “product” with any other attributes (e.g., “catalyst”)

QA Model



How to train the QA model?
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• If you already have some annotated data, fine-tune an 
LLM.

• If you do not have annotated data, start with some 
rules/patterns.

• Context: Bromolysis of the C(sp2)-Si bond of 3 with 
NBS produced bromide 4 as a colorless solid …

• Pattern: produced [Chem]

• Answer: bromide 4

• Pattern-based extraction has high precision but low 
recall.



Pattern Enrichment
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• Step 4.1: Get the local context (e.g., up to ±3 words) of new matches

• New match: “… to yield bromide 4 as a …”
• Candidate patterns: “to yield [Chem]”, “yield [Chem] as”, “[Chem] as a”, …

• Step 4.2: Pick patterns that frequently appear

ReactIE: Enhancing Chemical Reaction Extraction with Weak Supervision. ACL 2023 Findings.



Enriched Patterns
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Performance of ReactIE
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• Dataset: Reaction Corpus

• https://github.com/jiangfeng1124/C
hemRxnExtractor 

• QA model: FLAN-T5

ReactIE: Enhancing Chemical Reaction Extraction with Weak Supervision. ACL 2023 Findings.

https://github.com/jiangfeng1124/ChemRxnExtractor
https://github.com/jiangfeng1124/ChemRxnExtractor


Take-Away Messages
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• Chemical reaction extraction (or more generally, (attribute, value) extraction), can be 
cast as a QA task.

• Linguistic patterns can be used to derive high-quality training data for extraction tasks, 
but pattern enrichment is needed to boost its recall. Also, patterns are more useful for 
certain attributes (e.g., temperature, time).

• Limitation:

• There may be new attributes (e.g., experimental procedures) during inference time. 
The QA model is not trained on extracting such attributes at all. How to make the 
model generalizable to new attributes?

• Instruct and Extract: Instruction Tuning for On-Demand Information Extraction. EMNLP 
2023.



Agenda
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• Fundamental Scientific Information Extraction Tasks
• Named Entity Recognition: AIONER
• Relation Extraction: SciER

• Advanced Scientific Information Extraction Tasks
• Chemical Reaction Extraction: ReactIE
• Action Extraction: ActionIE



Action Extraction
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• Harder than reaction extraction

• Need to follow a sequential order

• The number of attributes in each 
action varies.

• Even for the same action type, there 
may be missing attributes in different 
cases.

• Bear similarity with programming 
language!

ActionIE: Action Extraction from Scientific Literature with Programming Languages. ACL 2023 Findings.



Action Extraction
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• The action space is pre-defined.



Using Programming Language to Describe Actions
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• A sequence of actions → A sequence of functions

• The order of actions matters. → The order of function calls in your code matters.

• The number of attributes in each action varies. → The number of arguments in each 
function varies.

• Even for the same action type, there may be missing attributes in different cases. → Even 
for the same function, there may be missing arguments (i.e., optional/default).



Why consider programming language/code?
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• Many LLMs are pre-trained on massive code data, so they are powerful in code 
completion.

• Code completion has demonstrated its powerful in event structure prediction [1].

Code4Struct: Code Generation for Few-Shot Event Structure Prediction. ACL 2023.



The ActionIE Framework
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Pattern Mining
Code Generation Code to Natural Language

Text Rephrasing

ActionIE: Action Extraction from Scientific Literature with Programming Languages. ACL 2023 Findings.



The ActionIE Framework
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Pattern Mining
Code Generation Code to Natural Language

Text Rephrasing

• Similar to ReactIE, but the patterns here are describing actions



The ActionIE Framework
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Pattern Mining
Code Generation Code to Natural Language

Text Rephrasing

• The extracted patterns will be added into a function template as input to an LLM.

Similar to in-context 
learning examples



The ActionIE Framework
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Pattern Mining
Code Generation Code to Natural Language

Text Rephrasing

Instruction



The ActionIE Framework
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Pattern Mining
Code Generation Code to Natural Language

Text Rephrasing

Instruction



The ActionIE Framework
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Pattern Mining
Code Generation Code to Natural Language

Text Rephrasing

• Because the action space is pre-defined, just use action-specific templates to convert 
functions to natural language.

• Function: Add(Chemical(name=“iodine”, quantity=[“1.54 g”, “5.9 mmol”]))

• ADD template: ADD name (quantity[0], quantity[1])

• Natural language: ADD iodine (1.54 g, 5.9 mmol)



Performance of ActionIE
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Case Study
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Take-Away Messages
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• Programming language helps complex information extraction tasks (e.g., action 
extraction) because:

• Many LLMs are pre-trained on massive code data

• Function templates guide the structure of LLM generation

• Limitations

• No strategies to handle missing values

• In a function call, if an argument is not specified, the default value will be used.

• In action extraction, the default value may or may not be global.

• Common practice vs. details already specified in previous actions

• No experiments of handling very long experiments (e.g., a full-text article describing  
total synthesis of a certain natural product)



Thank You!

49
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