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Preliminaries: T5



Preliminaries: FLAN-T5
Finetuning T5 on a collection of datasets phrased as instructions to improve 
model performance and generalization to unseen tasks

Scaling Instruction-Finetuned Language Models. JMLR 2024



Preliminaries: FLAN-T5

Finetuning data comprises 473 datasets, 146 task categories, and 1,836 total tasks

Scaling Instruction-Finetuned Language Models. JMLR 2024



Preliminaries: Residual Block

Deep Residual Learning for Image Recognition. CVPR 2016



Preliminaries: VQ-VAE

Neural Discrete Representation Learning. NeurIPS 2017

Variational Autoencoder with discrete latent space



Preliminaries: ViT

An Image is Worth 16x16 Words: Transformers for Image 
Recognition at Scale. ICLR 2021

Vision Transformer (ViT)



Preliminaries: VLMs

Visual Instruction Tuning. NeurIPS 2023 (Oral)

Incorporating vision encoders to process image patches into tokens and aligning 
them with the text token space of LLMs



Agenda

● UniMath: A Foundational and Multimodal Mathematical Reasoner
● G-LLaVA: Solving Geometric Problem with Multi-Modal Large Language 

Model
● Math-LLaVA: Bootstrapping Mathematical Reasoning for Multimodal Large 

Language Models



Agenda

● UniMath: A Foundational and Multimodal Mathematical Reasoner
● G-LLaVA: Solving Geometric Problem with Multi-Modal Large Language 

Model
● Math-LLaVA: Bootstrapping Mathematical Reasoning for Multimodal Large 

Language Models



Mathematical  Modalities

Math word problems (MWP):

textual information and 
execution of symbolic 
reasoning

Are NLP Models really able to Solve Simple Math Word Problems? NAACL 2021

Text2Text



Mathematical  Modalities

Geometry problem-solving:

visual context and reasoning 
on spatial relations

GeoQA: A Geometric Question Answering Benchmark Towards
Multimodal Numerical Reasoning. Findings of ACL 2021

Image2Text: require image encoder 



Mathematical  Modalities
Table based math problem-solving: processing structured table content to 
extract relevant information for problem-solving

Dynamic Prompt Learning via Policy Gradient for Semi-structured Mathematical 
Reasoning. ICLR 2023

transform tables into texts 



Mathematical  Modalities
The semi-structured format is created by converting the raw table text into a 
flattened token sequence

Dynamic Prompt Learning via Policy Gradient for Semi-structured Mathematical 
Reasoning. ICLR 2023



UniMath
A unified system designed for multimodal mathematical reasoning tasks

Jointly training the model on three datasets - SVAMP,  GeoQA, and TableMWP

UniMath: A Foundational and Multimodal Mathematical Reasoner. EMNLP 2023



UniMath
2-layer ResBlocks VQ-VAE as image encoder to transform image patches 
to new tokens and concatenate them with the textual tokens as the input.

UniMath: A Foundational and Multimodal Mathematical Reasoner. EMNLP 2023

Textual tokes are discrete



UniMath
The explanation and answer of the TableMWP dataset are separated into 
two targets during training controlled by different prefixes.

UniMath: A Foundational and Multimodal Mathematical Reasoner. EMNLP 2023

Generated by Chain-of-Thought



UniMath

● Effective unified mathematical reasoner with very competitive accuracy 
against state-of-the-art baselines

UniMath: A Foundational and Multimodal Mathematical Reasoner. EMNLP 2023



UniMath

● Able to generalize and help improve the fine-tuning on held-out tasks

UniMath: A Foundational and Multimodal Mathematical Reasoner. EMNLP 2023



Takeaways

● Process diverse math modalities separately
● Joint training yields better performance
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G-LLaVA

SOTA VLMs suffer 
severe hallucination 
on geometric 
figures, which greatly 
hinders their abilities 
on solving geometric 
problems.

G-LLaVA: Solving Geometric Problem with Multi-Modal Large Language 
Model. arXiv 2023

Vision encoder and LLMs are 
pretrained separately

Poor spatial reasoning 

“View the image as a 
bag of items”



G-LLaVA

Two-stage finetuning:

● Cross-modal alignment

● Instruction-following tuning

G-LLaVA: Solving Geometric Problem with Multi-Modal Large Language 
Model. arXiv 2023

To mitigate the hallucinations of VLMs on understanding geometric figures

Enhance the capabilities of VLMs on addressing geometric math 
problems



G-LLaVA

A multi-modal 
geometry dataset 
based upon existing 
dataset (an alignment 
dataset + an 
geometric instruction 
data dataset).

G-LLaVA: Solving Geometric Problem with Multi-Modal Large Language 
Model. arXiv 2023



G-LLaVA
Alignment dataset: 
● Geometric Image Caption Generation: use text-only ChatGPT 3.5 to create image 

captions based on these human-labeled QA pairs, which can be considered as a 
type of inverse information recovery.

G-LLaVA: Solving Geometric Problem with Multi-Modal Large Language 
Model. arXiv 2023



G-LLaVA

Alignment dataset: 

● Contrastive QA Pairs: 

1. Use text-only ChatGPT to 
convert logical forms into 
clear descriptions.

2. Produce contrastive QA 
pairs

G-LLaVA: Solving Geometric Problem with Multi-Modal Large Language 
Model. arXiv 2023



G-LLaVA

Geometric Instruction Data: construct an instruction tuning dataset based on 
existing datasets with the help of powerful LLMs. 

G-LLaVA: Solving Geometric Problem with Multi-Modal Large Language 
Model. arXiv 2023



G-LLaVA

Geometric Instruction Data: 

● Equation Solving (ES): 

Replace the specific values in 
the original QA pairs with 
unknown variables and prompt 
the LLM to construct the 
solution by solving equation

G-LLaVA: Solving Geometric Problem with Multi-Modal Large Language 
Model. arXiv 2023

Generalize its understanding of the problem



G-LLaVA
Geometric Instruction Data: 

● Value Scaling (VS): augment the data by scaling the length values in the QA pairs

G-LLaVA: Solving Geometric Problem with Multi-Modal Large Language 
Model. arXiv 2023

Flexible in handling different numerical inputs



G-LLaVA
Geometric Instruction Data: 

● Re-Formulating Condition as Unknown (RCU): reformulate questions to ask for the 
values originally present in the condition, and retain the generated data with correct 
answer only

G-LLaVA: Solving Geometric Problem with Multi-Modal Large Language 
Model. arXiv 2023

Flexible in handling different numerical inputs



G-LLaVA
Geometric Instruction Data: 

● Sentence Paraphrase (SP): paraphrasing for both the question and answer pairs

G-LLaVA: Solving Geometric Problem with Multi-Modal Large Language 
Model. arXiv 2023

Handle similar questions with different phrasings 
and provide accurate responses



G-LLaVA

G-LLaVA: Solving Geometric Problem with Multi-Modal Large Language 
Model. arXiv 2023

Two-stage finetuning:

Cross-modal alignment: only the 
projection linear layer is trainable

Instruction-following tuning: both the projection 
linear layer and the language model are trainable



G-LLaVA

G-LLaVA: Solving Geometric Problem with Multi-Modal Large Language 
Model. arXiv 2023

Data Gen:

GeoQA+ and 
Geometry3K

Testing:

MathVista 



Takeaways

● Two-stage finetuning pipeline: alignment + instruction-following
● Two-phase data augmentation pipeline 

● Potential future work:

Using preference optimization or contrastive learning during the first 
finetuning stage for aligning the VLMs
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Math-LLaVA

Existing open-source image instruction fine-tuning datasets, containing limited 
question-answer pairs per image,  do not fully exploit visual information to 
enhance the multimodal mathematical reasoning  capabilities of VLMs

Math-LLaVA: Bootstrapping Mathematical Reasoning for Multimodal Large 
Language Models. EMNLP 2024

Contribution:

● Collecting 40K high-quality images from 24 existing  datasets and 
synthesizing 320K new pairs, creating the MathV360K dataset

● Fine-tuning LLaVA-1.5 with MathV360K, we developed Math-LLaVA



Math-LLaVA

● Collecting Data 

● Data Augmentation

● Finetuning 

Math-LLaVA: Bootstrapping Mathematical Reasoning for Multimodal Large 
Language Models. EMNLP 2024



Math-LLaVA

Collecting Data

24 visual question answering 
and multimodal mathematical 
reasoning datasets

Math-LLaVA: Bootstrapping Mathematical Reasoning for Multimodal Large 
Language Models. EMNLP 2024



Math-LLaVA

Collecting Data

● Image Filtering and Proportioning based on:

○ clarity of the images
○ comprehension complexity 

Math-LLaVA: Bootstrapping Mathematical Reasoning for Multimodal Large 
Language Models. EMNLP 2024

Training two ViTs using data annotated 
by GPT4V



Math-LLaVA

Collecting Data

● Image Filtering and Proportioning based on:

○ clarity of the images
○ comprehension complexity 

Math-LLaVA: Bootstrapping Mathematical Reasoning for Multimodal Large 
Language Models. EMNLP 2024

Training two ViTs using data annotated 
by GPT4V

Obtained 40K high-quality (I, Q, A) real data 
points that are diverse in image information 
and questions are progressive in difficulty



Math-LLaVA

Data Augmentation

● Clustering:

○ using TF-IDF to extract features of text 
questions

○ clustered using K-Means into FQA, 
GPS, MWP, TQA, VQA

Math-LLaVA: Bootstrapping Mathematical Reasoning for Multimodal Large 
Language Models. EMNLP 2024

Term Frequency–Inverse Document 
Frequency (TF-IDF): a numerical 
statistic often used in information 
retrieval and text mining to assess how 
important a word is to a document 
within a collection of documents

To construct few-shot examples for generating 
new questions 



Math-LLaVA

Data Augmentation

● Generate additional 
questions:

Using few-shot 
prompting to generate 5 
new questions based 
on the original images 
and questions

Math-LLaVA: Bootstrapping Mathematical Reasoning for Multimodal Large 
Language Models. EMNLP 2024

To fully exploit visual information of an image 



Math-LLaVA
Data Augmentation

● Augmentation of original question:

○ more complex questions based on 
the original image and corresponding 
inquiries

○ ask the same question in different 
ways without changing the answer

○ simplified the original questions 
without affecting their semantic 
understanding

Math-LLaVA: Bootstrapping Mathematical Reasoning for Multimodal Large 
Language Models. EMNLP 2024

Obtained 8 x 40K = 320K synthetic data



Math-LLaVA

Finetune LLaVA-v1.5-13B 
on MathV360K (SFT)

Test on MathVista

ALG: algebraic reasoning 
ARI: arithmetic reasoning 
GEO: geometry reasoning 
LOG:logical reasoning
NUM: numeric commonsense
SCI: scientific reasoning
STA: statistical reasoning

UniMath: A Foundational and Multimodal Mathematical Reasoner. EMNLP 2023



Math-LLaVA

Finetune LLaVA-v1.5-13B 
on MathV360K (SFT) 

Test on MathVista

ALG: algebraic reasoning 
ARI: arithmetic reasoning 
GEO: geometry reasoning 
LOG:logical reasoning
NUM: numeric commonsense
SCI: scientific reasoning
STA: statistical reasoning

UniMath: A Foundational and Multimodal Mathematical Reasoner. EMNLP 2023

1. achieves 46.6% overall accuracy with a significant 
improvement compare with vanilla LLaVA

2. achieves 57.7% accuracy on GPS subset, outperforming 
G-LLaVA-13B

3. achieving comparable performance to GPT-4V



Math-LLaVA
Evaluation experiments using the MMMU benchmark (generalization capability)  sub-domains

UniMath: A Foundational and Multimodal Mathematical Reasoner. EMNLP 2023

massive multi-discipline tasks demanding college-level 
subject knowledge and deliberate reasoning

significantly outperforms 
the base model, 
LLaVA-1.513B, as well as 
several other open-source 
MLLMs on all six



Takeaways

Data is all you need ! 



Questions

(1) Paper: UniMath: A Foundational and Multimodal Mathematical Reasoner

Question: This paper did tests on three different tasks, mainly (symbol pre-processing, image tokenization and 
COT). could these three tasks be done at once to gain better results ?

(2) Paper: UniMath: A Foundational and Multimodal Mathematical Reasoner

Question: In table 1, section 3.4: What do you think why prompt-based LLMs were excluded during model 
comparison? It seems the paper did not justify the reason.

(3) Paper: UniMath: A Foundational and Multimodal Mathematical Reasoner

Question: Considering the breakthrough of recent DeepSeek-R1, why multi-modality is so important in these math 
reasoning papers except the geometry problems?



Thank you


